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Abstract

Over the past decade, machine learning has gained significant traction and is now
deployed across diverse domains, including information systems, finance, health-
care, cybersecurity, autonomous driving, and more. As machine learning finds
applications in various sensitive scenarios, the demand for models that exhibit
accuracy and robustness during the operational phase has grown exponentially.

One crucial factor that profoundly shapes the quality of machine learning mod-
els revolves around the training data they rely upon and the input data encountered
at the operational phase. Therefore, the development of data-aware algorithms is
of paramount importance in achieving high-quality machine-learning models.

This thesis contributes to this overarching objective by delving into the devel-
opment of data-aware algorithms, emphasising the importance of this awareness
during both the training and operational phases of machine learning models. The
research presented in this thesis focuses on two primary domains. Firstly, it centres
on information retrieval, with a particular emphasis on enhancing both the effi-
ciency of learning-to-rank learning algorithms and the effectiveness of the learned
models in solving ranking tasks. Secondly, it focused on adversarial machine learn-
ing scenarios, striving to enhance the robustness of binary classifiers against ad-
versarial inputs at the operational phase while providing certifiable models to
efficiently assess robustness against adversarial machine learning attacks.

9



10 ABSTRACT



Chapter 1

Introduction

Over the past decade, Artificial Intelligence (AI) has assumed an increasingly
prominent role in various aspects of our society. Coined in 1956, the term “Ar-
tificial Intelligence” refers to the computer science discipline that focuses on de-
veloping systems and computers that perform tasks typically requiring human
intelligence, such as learning, reasoning, decision-making, and problem-solving.
This discipline has gained significant relevance in recent years, increasing across
various domains due to its ability to automate complex processes and analyse vast
amounts of data.

The methodology that has most significantly contributed to the rapid advance-
ment of AI is Machine Learning (ML). Machine learning represents an innovative
and dynamic approach to data analysis and problem-solving. It is centred on the
automatic acquisition of knowledge from data to enhance computer performance
in specific tasks. The adoption of ML has played a significant role in the rapid
rise of AI in diverse scenarios. This remarkable progress has been driven by two
fundamental traits: ease of use and the ability to extract valuable insights from
data with little or no direct human intervention in the learning process. Research
in ML aims to create algorithms that automatically enhance their performance
based on data. In short, machine learning algorithms take data as input and pro-
duce a model that performs the desired task. The tasks performed by ML models
primarily include classification, regression, clustering, and ranking. This thesis
mainly focuses on the first and the last.

Nowadays, it is hard to find applications that do not apply ML models, espe-
cially in technological, financial, social, and medical scenarios. For example, ML
is widely used in search engines, authentication systems, decision-making tools,
and risk assessment systems. Given the extensive application of ML, especially in
sensitive scenarios such as medicine and cybersecurity, developing reliable, robust,
and secure systems is crucial.

The aspect that most likely compromises the achievement of these desirable

11



12 CHAPTER 1. INTRODUCTION

properties is the quality of the data involved in various stages of the model life
cycle. The ability of an ML model to successfully execute its assigned task largely
depends on the quality of the data used in the learning process, i.e., the train-
ing data. Consequently, the quality of the data is of fundamental importance.
Unfortunately, the nature of the data and how it is collected often undermines
its quality. Training data may contain inconsistencies, biases, or errors that can
negatively impact the model’s learning process and lead to expected outcomes.

Furthermore, due to various circumstances, an ML model can fail its task
during the operational phase, i.e., when asked to perform the task it was trained
for. For example, the model may fail to predict instances far from the distribution
it encountered during the training phase, that is, instances that are very different
from what it saw during the training phase. Additionally, the model may fail
to correctly classify instances manipulated or artificially generated by a malicious
entity, forcing it to take an unexpected behaviour, e.g., unauthorised system access
or exposure of confidential information. Manipulating instances to compromise
either the training or operational phase is called Adversarial Machine Learning
(or Adversarial Learning). The vulnerability of machine learning models to these
adversarial machine learning manipulations has given rise to a further branch of
research in the field of ML, which focuses on creating models that are robust to
such attacks.

This undesired characteristic of ML contradicts the literal definition of “Ar-
tificial Intelligence”; AI is not as intelligent as it might seem. As asserted by
Goodfellow et al. in [75], an AI model, during its learning process, creates its own
“Potemkin village”; ML models are not truly learning the semantics of data. This
analogy suggests that the model performs well on instances that occur naturally
but performs poorly when encountering instances with a low probability in the
distribution. The inability of ML models to learn the semantics of data opens up
possibilities for adversarial learning attacks, where malicious entities subtly modify
input instances to cause unexpected behaviour in the model.

The discovery of these vulnerabilities has highlighted the need to develop rig-
orous data collection and pre-processing protocols, as well as advanced quality
control methods to protect against adversarial machine learning attacks. In addi-
tion, due to the enormous volume of data generated daily and the massive amounts
of data required to train complex systems such as ChatGPT, BERT [58], etc., it is
often impossible to exercise complete control over the data, including all possible
inputs that the model may encounter.

Therefore, this thesis addresses these issues by designing data-aware machine-
learning algorithms that can autonomously intervene on the input to identify valu-
able and harmful data. Additionally, our focus extends to the development of tools
that assess and guarantee the quality and security of learned models. We believe
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these research directions are necessary to fully leverage the transformative poten-
tial of artificial intelligence across a wide range of applications. By prioritising
these aspects, we can ensure that AI technology is used effectively and responsibly
while minimising potential harm.

1.1 Contributions of This Thesis

This thesis encompasses the research effort I dedicated during my doctoral stud-
ies in Computer Science. The scientific contributions revolved around improving
the data awareness of machine learning algorithms during both the training and
operational phases. In particular, it focused on two specific domains: Learning to
Rank (LtR) and Adversarial Machine Learning (AML) in binary classification.

In the Learning to Rank domain, the research focused on designing data-aware
LtR learning algorithms to obtain more efficient learning algorithms and more
effective and efficient ranking models. For what concerns adversarial machine
learning in binary classification, the research concentrated on adversarial attacks at
the operation phase. To counteract this phenomenon, data awareness was included
in the learning process to obtain more robust learning algorithms.

Below, the main contribution and results for each domain area are provided.

Learning to Rank Learning to Rank represents a class of machine learning
algorithms applied to solve the task of generating a ranking for a set of documents
or items based on their relevance to a given query or request.

Our research in this domain is divided into two distinct directions. The first
direction focuses on identifying the quality of documents in the training set to im-
prove the effectiveness of the model’s learning process. By distinguishing between
“good” and “bad” documents, the model can avoid learning from non-relevant or
misleading information. The second direction is to enhance the learning process
using advanced document comparison strategies. By doing so, the model can bet-
ter differentiate between relevant and non-relevant documents, thereby producing
more accurate and effective rankings.

The research in this field is enclosed in three articles, each of which made
significant strides in advancing our understanding and capabilities in this domain.

Filtering out Outliers in Learning to Rank [121] This work, in pro-
ceedings as a full paper at the ICTIR ’22: The 2022 ACM SIGIR International
Conference on the Theory of Information Retrieval, presents a novel concept in
the field of Learning to Rank: the notion of consistent outliers. These consistent
outliers refer to documents that are consistently mis-ranked during the training
phase.
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Our research unearthed a significant issue: the continuous presence of consis-
tent outliers during the learning phase taints the final model, ultimately compro-
mising its overall effectiveness. Building upon this outlier definition, we designed
a new learning-to-rank learning algorithm called Surrender on Outliers and Rank
(SOUR). The SOUR algorithm first identifies and isolates these persistent outlier
documents, and then, it trains a model using a training dataset that has been
cleansed of these noxious documents. This approach aims to enhance the model’s
effectiveness and robustness by mitigating the influence of these consistently mis-
ranked documents.

On the Effect of Low-Ranked Documents: A New Sampling Function
for Selective Gradient Boosting [110] In this work, we developed a new doc-
ument selection function for the Selective Gradient Boosting (SelGB) framework
proposed by Lucchese et al. in their work [115]. This selection function has been
designed to make the most of the informativeness of the lowest-ranked non-relevant
documents. This work is in proceeding as a full paper at the SAC ’23: The 2023
ACM SIGAPP Symposium on Applied Computing.

SelGB is an ML framework that uses Gradient Boosting Decision Trees (GB-
DTs) for ranking purposes. As part of its training process, SelGB performs per-
query document selection at regular intervals after a fixed number of training
iterations.

The original selection function provided with SelGB completely discards the
lowest-ranked non-relevant documents in favour of the highest-ranked non-relevant
counterparts. We investigated the potential value of the lowest-ranked non-relevant
documents in enriching the learning process. Our findings revealed that a blended
approach, combining the highest-ranked and lowest-ranked non-relevant docu-
ments, effectively overcomes the limitations of the original algorithm, resulting
in a more robust and stable learning process. Furthermore, removing a significant
portion of the documents in the training set provides a significant speed-up in the
training process, improving the efficiency of the learning algorithm.

LambdaRank Gradients are Incoherent [122] In our study, we discov-
ered a notable issue with LambdaRank and its derivatives regarding gradient co-
herence to document relevances. Specifically, we observed that, during the learning
phase, a mis-ranked document with high relevance could be pushed down in rank-
ings more significantly than a document with lower relevance. This suggests that
the learning algorithm failed to learn how to prioritise the most relevant documents
during the learning phase.

We conducted an in-depth analysis of the occurrence of this phenomenon during
truncated and un-truncated metric optimisation and discovered that these gradi-
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ent incoherencies have a detrimental impact on the overall effectiveness of the
final models. Furthermore, we discovered that this phenomenon is exacerbated by
truncated metric optimisation, which provides a significant drop in performance
compared to un-truncated optimisation. As a consequence, this discovery forces a
choice between an efficient truncated training process and effective learned models
provided by un-truncated optimisation.

To solve this exacerbation problem and avoid a trade-off between training ef-
ficiency and models’ effectiveness, we devised three strategies for performing pair-
wise document comparisons. The aim is to improve the contribution of highly
relevant documents that may be overlooked during the training phase. Through
empirical testing, we proved that our proposed solutions successfully addressed
gradient incoherencies, resulting in enhanced model effectiveness comparable to
un-truncated metric optimisation algorithms while maintaining the training effi-
ciency as truncated optimisation.

The work is in proceedings as a full paper at the CIKM ’23: The 2023 ACM
International Conference on Information and Knowledge Management.

Adversarial Machine Learning In the area of Adversarial Machine Learning,
we placed a significant emphasis on classification models based on Decision Trees
under Evasion Attacks (attacks at the operational phase).

Specifically, the contribution revolved around developing learning algorithms
tailored to training robust models capable of withstanding evasion attacks. Addi-
tionally, we delved into the critical aspect of verifying and certifying the robustness
of machine learning models to estimate the level of performance even when sub-
jected to adversarial attacks. Moreover, we introduced a novel metric devised to
assess the robustness of ML models, and we also designed an algorithm to effi-
ciently verify this metric for tree-based models.

Also, in this domain, the contribution is enclosed in three articles aimed at
improving and evaluating the robustness of machine learning models.

Feature Partitioning for Robust Tree Ensembles and Their Certifi-
cation in Adversarial Scenarios [34] This article, published as a full paper
at the EURASIP Journal on Information Security, 2021, introduces an innovative
approach to training robust decision tree forests, particularly in the context of
evasion attacks. The key concept involves training each tree within the forest on a
distinct partition of the feature space. This strategic partitioning is meticulously
designed to limit the impact of an evasion attack to less than half of the forest.

The ensemble structure resulting from this feature space partitioning lays the
groundwork for developing two robustness certification algorithms. These cer-
tification algorithms efficiently and accurately compute the lower bound of the
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model’s robustness. Efficiency and accuracy are fundamental qualities for obtain-
ing valuable information on the model’s ability to resist adversary manipulation
in a feasible time frame.

Beyond Robustness: Resilience Verification of Tree-Based Classifiers
[31] This article, published as a full paper at the Computers & Security, 2022,
introduces a new evaluation metric called Resilience to assess the model’s security
to AML attacks and compensate for the deficiencies in the well-known and widely
used Robustness metric. The Resilience metric verifies the security (stability) of
the model not only for instances in the evaluation set but also for every possible
instance in a neighbourhood close to the original evaluation instance. A model is
considered stable when it produces an equal prediction under attack for all possible
instances sampled from this neighbourhood. Consequently, Resilience checks for
any effective evasion attacks that can be generated from instances close to the
original evaluation instance; , information not covered by the Robustness metric.
This allows for better quantification of the model’s ability to resist evasive attacks.

However, Resilience has some drawbacks: verifying model stability for all possi-
ble instances in a neighbourhood is not feasible since it is a continuous space. This
makes calculating Resilience impossible. To overcome this problem, we provided
a data-independent stability analyser for tree-based models that produces hyper-
rectangles representing portions of the feature space where the model is stable.
Through hyper-rectangles, it is possible to compute where the model is resilient.

Explainable Global Fairness Verification of Tree-Based Classifiers
[30] This article differs from the previous two as it focuses on fairness in ma-
chine learning. However, we approached this issue from the perspective of an
evasion attack scenario.

We expanded upon the model-stability analyser introduced in our previous
work (i.e., article [31]) to create a Synthesis Algorithm that characterises model
fairness; specifically, it looks for portions of the feature space where the model is
guaranteed to exhibit a lack of causal discrimination. Causal discrimination occurs
when individuals with comparable characteristics within the system but belonging
to distinct protected groups, such as gender or race, receive disparate responses
from the model: in such settings, the model is unfair.

We used the stability analyser to find portions of the feature space where the
model may provide causal discrimination and the Synthesis Algorithm to charac-
terise a portion of the feature space where the model is fair. The formulas generated
by the Synthesis Algorithm are expressed as a set of traditional propositional logic
formulas that pertain to the entire feature space rather than being confined to a
specific evaluation set. This approach ensures global fairness guarantees.
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Furthermore, our methodology is inherently explainable, meaning that human
experts can easily understand it because it is based on conventional logical for-
mulas. In particular, our empirical findings demonstrate that a concise set of
simple logic formulas effectively encapsulates the classifier’s fairness guarantees in
practical scenarios.

The contribution of this research is published as a full paper at the SaTML
’23: The 2023 IEEE Conference on Secure and Trustworthy Machine Learning.

The main contribution of this thesis is to make machine learning models more
effective, efficient and robust. Specifically, for learning to rank algorithms, we aim
to enhance the effectiveness of the ranking produced at the operational phase and
efficiency in terms of training time. For binary classification algorithms, we focus
on improving the security in terms of robustness to evasion attacks in adversarial
scenarios and provide efficient and accurate robustness certification algorithms.

Notwithstanding the differences between the two research domains, it’s worth
noting that they share a common goal: the creation of learning algorithms that are
aware of the input data. Therefore, in order to improve the state of the art in both
research domains, we focused on developing data-aware learning algorithms to deal
with potentially detrimental inputs encountered during training and operational
phases. Harmful inputs encompass everything that undermines the model’s qual-
ity, including noise, errors, or outliers within the training set, as well as malicious
instances crafted by an attacker to cause unexpected model behaviour. Moreover,
it’s crucial to emphasise that input awareness serves not only to enhance the ef-
fectiveness and robustness of models but also their efficiency. Increased awareness
of input data allows for strategic choices to minimise the computational costs of
the training process.

1.2 Thesis Structure

The thesis is structured into the aforementioned macro areas: Learning to Rank in
Part I and Adversarial Machine Learning in Part II. While these areas have distinct
characteristics, they share fundamental concepts like machine learning, supervised
learning, and ensemble methods. For this reason, the thesis begins with Chapter 2,
“Basic Notions”, consolidating the foundational knowledge relevant to both parts
of the thesis.

Subsequently, the thesis delves into the heart of Part I, “Effective and Efficient
Ranking Algorithms”, dedicated to our contributions in the domain of learning
to rank. The part initiates with Chapter 3, “Background and State of the Art”,
offering an introduction to the foundational concepts and the current state of the
art in learning to rank. This chapter presents evaluation metrics, existing learning
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algorithms for LtR, and benchmark datasets.
Part I dedicates a chapter to each article published within the learning to rank

research field, providing an in-depth examination of the proposed solutions and the
experiments conducted. In particular, Chapter 4 presents Filtering out Outliers in
Learning to Rank, Chapter 5 introduces On the Effect of Low-Ranked Documents:
A New Sampling Function for Selective Gradient Boosting, and Chapter 6 discusses
LambdaRank Gradients are Incoherent. The articles are presented chronologically,
highlighting the evolution of research and discoveries made in each work. These
three chapters thoroughly examine the contributions and specific state of the art
of each work and conduct in-depth analyses of the choices made and the results
obtained.

The first part concludes with Chapter 7, “Discussion First Part”, where the
thesis gathers conclusions and considerations regarding the research in the LtR
domain, the discoveries made and the relationships between the articles. Further-
more, it delineates potential future work in this domain and possible extensions of
the published articles.

Subsequently, the thesis progresses into Part II, “Robust Learning Algorithms
for Classification”, dedicated to contributions in the Adversarial Machine Learning
domain. This part starts with a detailed introduction to the concept of Adversarial
Machine Learning in Chapter 8. This chapter includes the definition of attacker,
types of attacks, evaluation metrics, state of the art, and datasets used in the
experimental analysis.

In this part, two chapters are dedicated to articles published within the Ad-
versarial Machine Learning domain. Chapter 9 presents Feature Partitioning for
Robust Tree Ensembles and their Certification in Adversarial Scenarios, while
Chapter 10 discusses Beyond Robustness: Resilience Verification of Tree-Based
Classifiers. This chapter also includes a section on the follow-up work Explainable
Global Fairness Verification of Tree-Based Classifiers. These articles are presented
in chronological order, and each chapter provides a detailed analysis of the pro-
posed solutions, their limitations, and the state of the art considered in each work.

The second part concludes with Chapter 11, “Discussion Second Part”, where
the thesis compiles conclusions and considerations regarding research in the Ad-
versarial Machine Learning field, the contributions, and potential future work.

Ultimately, the thesis culminates with Chapter 12, “Conclusion”. This chapter
provides final insights regarding the research performed during the doctoral studies
in improving the machine learning domain with data-aware learning algorithms
to efficiently train effective, efficient and robust models. Moreover, this chapter
provides interesting future works, bonding the distinct research areas covered in
the two parts of the thesis.



Chapter 2

Basic Notions

This chapter introduces the fundamental concepts of machine learning, which are
shared throughout both parts of the thesis. The chapter also introduces the nota-
tion used in this thesis and important concepts and algorithms that are essential
to understanding the entire work, such as Supervided Learning, Decision Trees,
Random Forests, and Gradient Boosted Decision Trees.

2.1 Machine Learning

Machine learning represents a transformative branch of artificial intelligence that
endows computer systems with the ability to acquire knowledge, adapt to patterns,
and make data-driven decisions without explicit programming. It involves a wide
range of algorithms and methodologies designed to allow computers to learn from
data. At its core, machine learning seeks to discover patterns, relationships, and
insights within complex datasets. It offers invaluable solutions across various do-
mains, from predictive analytics to natural language processing and autonomous
systems. It embodies the pursuit of automated learning and decision-making, epit-
omising the intersection of data science, mathematics, and computer science in the
quest to empower machines with cognitive capabilities. Machine learning, a core
facet of artificial intelligence, comprises four fundamental paradigms, each with its
unique characteristics:

• Supervised Learning: Supervised learning relies on data manually labelled
by human experts to enable algorithms to learn from examples. One of the
most common use cases is classification, where the model assigns labels to
unseen input instances based on what it has previously learned.

• Semi-Supervised Learning: Semi-supervised learning involves using both
labelled and unlabelled data, allowing for a balance between supervision and
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data-driven discovery. This approach proves to be quite useful when it is
challenging to acquire large labelled datasets.

• Unsupervised Learning: Unsupervised learning operates only on unla-
beled data, with the objective of discovering hidden patterns or structures
within the data. Common applications of unsupervised learning include clus-
tering and dimensionality reduction.

• Reinforcement Learning: Reinforcement learning employs agents to in-
teract with the environment in order to maximise cumulative rewards. This
method proves to be pivotal in areas such as autonomous decision-making,
where the agent learns to make decisions based on the rewards received.

These paradigms illustrate the varied landscape of machine learning, with each
tailored to address specific objectives and domains.

This thesis exclusively concentrates on machine learning algorithms employing
supervised learning. Consequently, the subsequent section provides a comprehen-
sive examination of the supervised learning paradigm.

2.1.1 Supervised Learning

Supervised learning is a machine learning technique that, given an input instance,
returns a score convertible into a label (in the case of classification) or a real value
(in the case of regression). Informally, in classification tasks, given a set of cor-
rectly labelled objects, the supervised learning technique looks for a function, also
known as classifier, that effectively discriminates them among the available classes.
Subsequently, this function is used to assign labels to new objects. Similar to clas-
sification tasks, given a set of objects, each paired with a real value, in regression
tasks, the supervised learning technique aims to identify a function named regres-
sor that effectively captures the relationship between the input objects and their
continuous variable. The regressor is used to assign a real value to new objects.
Typically, the output of a supervised learning algorithm is called learner or model.

Finally, a more formal definition of the classification task is provided. Let X ⊆
Rd represent a d-dimensional vector space of real-valued features named feature
space, where each element x ∈ X is referred to as instance and is represented
as x = (x(1), . . . , x(d)). Each instance x is associated with a label y ∈ Y , where
Y denotes the output space, also known as ground truth. This mapping between
instances in X and labels in Y is defined by an unknown function g : X → Y ,
named the target function. Given the hypothesis set H, the supervised learning
algorithm L finds the function h ∈ H that best approximates the target function
g, i.e., the function ĥ [120]. The prediction of the function (model) ĥ over the
instance x is denoted as ĥ(x ).
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To accomplish this objective, the learning algorithm necessitates a collection
of exemplars that facilitate the acquisition of the correlation between X and Y .
In the domain of supervised learning, the set employed for this specific purpose
is referred to as the training set. The learning algorithm exploits a training set,
D = {(x 1, g(x 1)), . . . , (xn, g(xn)}, with n = |D|, which is a set of (instance, true
label) pairs. In accordance with statistical learning theory, the function ĥ that best
approximates g can be found by means of empirical risk minimisation [168]. Given
the sets D andH, the empirical risk is defined as a loss function L : H×(Y×X )n →
R+. This particular loss function, L, serves as a quantitative measure assessing
the cost of an erroneous prediction performed by ĥ(x ) in comparison to the ground
truth target function g. To find the hypothesis that minimises the empirical risk,
the following optimisation problem must be solved:

ĥ = argmin
h∈H

L(Y , h(X )) (2.1)

where ĥ is the hypothesis that yields the lowest loss.
Finally, the L function can be derived by aggregating the instance-level loss,

represented as ℓ : Y × Y → R+. Consequently, the L function can be explicitly
defined as follows:

L =
∑

(x ,y)∈D

ℓ(y, h(x )). (2.2)

This approach comprehensively assesses the cumulative loss incurred across the
entire training set.

2.1.2 Decision Trees

A Decision Tree (DT) is one of the most well-known machine learning models,
deriving its nomenclature from its tree-like structure. A DT comprises two princi-
pal components: internal nodes and leaves. Each node within the tree conducts a
feature test, commonly referred to as a split, on the input data. Typically, every
node is associated with a feature f and a threshold value v, upon which the test
f ≤ v is performed.

The data traversing a node undergoes division into subsets based on the out-
come of the test. Each leaf in the tree contains either a label in the case of
classification or a numerical value in the context of regression. In the predic-
tion phase, instances are assigned to the label or value corresponding to the leaf
they ultimately reach. The splitting process is applicable to both categorical and
numerical features.

For categorical features, the chosen category serves as the discriminator for
the elements, dividing the set into those belonging to the selected category and
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Figure 2.1: Decision tree example, with numeric and categorical features.

those that do not. When dealing with numeric features, the division occurs based
on whether an element’s value for the tested feature is lower or higher than a
predefined threshold. In Figure 2.1, an illustrative example of a decision tree is
presented, showcasing both categorical split (n1) and numeric split (n2).

So far, only the prediction phase of the model has been mentioned; however,
it is equally important to provide an overview of the tree training phase. The
creation of a Decision Tree (DT) typically involves an iterative process where
the best-split point is selected at each step. This split divides the input dataset
into subsets, which then become the input for subsequent steps, progressively
reducing the size of the dataset. The training process continues until a specific
termination condition, known as stop criteria, is met. Various stop criteria are
employed to control the tree’s growth, includingmax depth, which halts tree growth
upon reaching a specified height, max leaves, which limits the number of leaves,
and purity, which concludes growth when the majority class of a leaf exceeds a
predefined threshold compared to the others.

During the learning phase, the primary objective is to identify the most effective
way to divide the data into two groups, which is known as the optimal split. This
optimal split indicates the feature f and value v that provide the best partition for
the set D. As detailed by Zhou in [190], several methods have been proposed to
determine the best split. The most common criteria are Information Gain, Gain
Ratio, and Gini Index for classification tasks, as well as Mean Square Error, Mean
Absolute Error, and R-squared for regression tasks.

It’s essential to note that merely pursuing the best split does not guarantee
the creation of a well-generating decision tree. Overfitting, a phenomenon where
the model adapts too closely to the training set, often learning from irrelevant
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noise, can lead to suboptimal performance on unseen data. Techniques like node
pruning, bootstrap sampling, and feature sampling have been employed to address
overfitting. Further insights into these strategies can be found later in this thesis
or at the following sources: [190, 63].

This thesis mainly employs binary decision trees, specifically designed for han-
dling numeric features and performing binary classification tasks. Therefore, we
provide an inductive definition of decision tree as defined by Calzavara et al. in
[35]. A decision tree, t, can assume one of two roles: it can either be a leaf or a
non-leaf (internal node). A leaf is represented as λ(ŷ), where ŷ ∈ Y is its class
label. On the other hand, a non-leaf is characterised as σ(f, v, tl, tr), with the
following components:

• f ∈ {1, . . . , d} = F designates a feature from the feature space X .

• v ∈ R serves as the threshold to test the value of feature f .

• tl and tr correspond to the decision trees situated in the left and right
branches of t, respectively.

During the classification phase, an instance x traverses the decision tree t,
starting from the root and ending at a leaf λ(ŷ). The leaf reached by x contains
the prediction ŷ = t(x ). The traversal from the root to a leaf is made through the
internal nodes. Each internmal note σ(f, v, tl, tr) encounteredd by the isntance x
performs the feature test x(f) ≤ v. If the answer is positive, the instance proceeds
along the left branch, otherwise toward the right branch. Consequently, at each
feature test, the instance progresses through a single branch at a time, ultimately
reaching a single leaf.

2.2 Ensemble Methods

This section provides an overview of ensemble methods, focusing on Random Forest
(RF) [20] and Gradient Boosting Decision Trees (GBDTs) [69].

Usually, the standard approach to machine learning involves employing a single
learner to address a specific problem. On the other hand, ensemble methods
amalgamate multiple learners to accomplish the same task; this paradigm is called
ensemble learning. These individual learners within the ensemble are often called
base learners or weak learners and are trained through a base-learning algorithm.
To get a good ensemble, individual learners should be as accurate as possible and
as different as possible from one another.

Typically, creating an ensemble is divided into two parts: generating individual
base learners and combining them through a combination strategy. These two
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parts are not necessarily separate but can also occur simultaneously. Below is an
example of this through two ensemble creation paradigms: sequential and parallel
ensembling methods.

Parallel ensemble methods create base learners simultaneously, which makes
their construction independent from each other. This independence can be ex-
ploited to reduce training time through parallelised model training. This paradigm
leverages the capability to decrease ensemble error by combining independent
learners (e.g., Bagging [19]). The combination occurs by aggregating the pre-
dictions of each base learner to create a single ensemble prediction. One of the
most well-known combination strategies is majority voting.

In contrast, sequential ensemble methods generate base learners one after an-
other. This allows the exploitation of dependencies between learners and an at-
tempt to enhance model performance by introducing new learners (e.g., Gradient
Boosting [69]). In general, this paradigm aims to correct the errors of the ensemble
trained previously by adding a new base learner. In this case, the combination
happens between the ensemble and the newly trained base learner. Consequently,
the ensemble is formed as a chain of base learners. A well-known combination
strategy is the weighted sum of the output from each base learner.

Overall, ensemble methods possess two crucial advantages. First, combining
base learners usually results in better generalisation than individual learners. Sec-
ond, learning multiple base learners and merging their predictions is often easier
than creating a single powerful learner.

2.2.1 Random Forest

Random Forest [20] is among the most renowned ensemble methods, and it vividly
exemplifies the concept of independence among base learners achieved through
randomness. The Forest component in Random Forest is derived from its assembly
of Decision Trees (forest), while the Random part stems from the randomisation
that is performed with two strategies: bootstrap and feature sampling [63].

As previously mentioned, the fundamental combination of independent learners
results in a more efficient ensemble. However, the size of the training set is finite,
so it’s not always feasible to divide the training set into equal parts and train a
base learner for each of them. This limitation arises from the fact that each base
learner would be trained on an excessively small subset.

Bootstrap sampling [63] is a strategy employed to establish independence among
base learners through a trade-off between the diversity of instances within the
samples and the maximum size of the samples. Precisely, with n instances in the
training set, bootstrap sampling can generate samples of size n by selecting in-
stances randomly with replacement. As a result, two different samples may be
disjoint or may share only a small subset of instances. This approach facilitates
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the creation of independent base learners by training on a distinct subset of the
training set.

Feature sampling [20], on the other hand, covers the training phase of Deci-
sion Trees. Specifically, the selection of the optimal split is not based on all the
features within the feature set F ; instead, it relies on a randomly chosen subset
of features F̂ ⊆ F typically of size k. This randomisation, introduced by feature
sampling, enhances model generalisation since each node within the tree employs
a distinct subset of features for data splitting. Note that while each base learner
may encounter a reduction in performance due to the reduced search space, this
effect is mitigated when they are aggregated in an ensemble.

Lastly, the aggregation of predictions involves majority voting for classification
tasks and averaging for regression tasks. The majority voting strategy is divided
into two categories: hard majority voting, where the most frequently predicted
label among the base learners is selected as the final prediction, and soft majority
voting, where the prediction of each base learner contributes to a weighted vote.
Finally, for regression tasks, the result is computed by averaging the predictions
generated by all the base learners. The algorithm for Random Forest is provided
in Algorithm 1 [120].

2.2.2 Gradient Boosted Decision Trees

The Gradient Boosting Decision Tree (GBDT) [69] is an ensemble method that
leverages the Gradient Boosting construction algorithm (GB), employing the deci-
sion tree learning algorithm as its base learner. The GBDT method is suitable for
classification and regression tasks, particularly effective when dealing with noisy
or imperfect data.

As mentioned earlier, the core element of GBDT is Gradient Boosting. GBDT
is an iterative meta-algorithm that guides the combination of base learners to
create more effective models. In each iteration of GBDT, a gradient descent step
is taken by introducing a new base learner to the ensemble. For instance, when
GBDT optimises a regression task with MSE, the new base learner corrects the
error of the ensemble up to that point. This newly introduced base learner is
then integrated into the ensemble to enhance its overall performance. These base
learners essentially represent functions, and their combination allows the creation
of a more powerful function that fits the data more effectively.

Even though Gradient Boosting Decision Trees is extensively used in Part I, a
deep knowledge of how it works is not necessary. Therefore, we provide only a brief
description of this learning algorithm below. Additional information regarding
GBDT can be found in the references cited in the text below. Furthermore, the
algorithm for Gradient Boosting Decision Trees is presented in Algorithm 2 [120].
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Algorithm 1 Random Forest

1: function RandomForest(D, F , N)
2: Input
3: D : training set
4: F : feature set
5: N : ensemble size
6: Output
7: F : final ensemble

8: F ← ∅
9: for i = 1 to N do
10: Si ← BootstrapSampling(D)
11: ti ← RandomForestTree(Si,F)
12: F ← F ∪ {ti}
13: return F

14: function RandomForestTree(D,F)
15: Input
16: D : training set
17: F : feature set
18: Output
19: t : decision tree

20: if all instances in the same class ∨ stopping criteria has been reached then
21: return λ(ŷ(D))
22: F̂ ← RamdomFeatureSampling(F , k)
23: (f, v)← BestSplit(D, F̂)
24: tl ← RandomForestTree(D(f) ≤ v,F)
25: tr ← RandomForestTree(D(f) > v,F)
26: t← σ(f, v, tl, tr)
27: return t

Friedman in [69, 70] formalised the GB and GBDT algorithms in a gener-
alised manner with a minimal dependency on the specific loss function used. More
formally, consider a learning algorithm L responsible for training a decision tree
with L leaves, tailored for regression tasks, known as the L-leaves learner.
At each iteration m of the gradient boosting algorithm, the L-leaves learner
constructs a tree that partitions the training set D into L distinct regions, denoted
as {Rlm}Ll=1.
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Following the empirical risk minimisation principle, GB seeks the optimal γ
value to minimise the ensemble error based on the loss function L:

γlm = argmin
γ

∑
x i∈Rlm

L(yi, hm−1(x i) + γ). (2.3)

This allows for the creation of the next strong learner, denoted as hm(x ), by
updating the outcomes of each leaf (region) in the learner hm−1(x ) with the new
values estimated at iteration m. Note that here, we use the notation hm for
ensembles of m trees instead of Fm to focus on the aggregation of functions of
GDBT. Finally, the base learner is aggregated into the ensemble using the following
aggregation formula:

hm(x ) = hm−1(x ) + ν · γlm1(x ∈ Rlm), (2.4)

where 0 < ν ≤ 1 is the shrinkage parameter designed to prevent overfitting.

Algorithm 2 Gradient Boosting Decision Trees

1: function GradientBoostingDecisionTrees(D, N)
2: Input
3: D : training set
4: N : ensemble size
5: Output
6: hm(x ) : final ensemble

7: h0(x )← argmin γ

∑|D|
i=1 L(yi, γ)

8: for m = 1 to N do
9: ỹim ← −

[
∂L(yi,F (x i))

∂F (x i)

]
F (x )=hm−1(x )

, i = 1, . . . , |D|

10: {Rlm}Ll=1 ← L-leaves learner({ỹim,x i}|D|
i=1)

11: γlm ← argminγ

∑
x i∈Rlm

L(yi, hm−1(x i) + γ)
12: hm(x ) = hm−1(x ) + ν · γlm1(x ∈ Rlm)

13: return hm(x )
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2.3 Summary

In this first chapter, we introduced some fundamental Machine learning concepts
that lay the foundation for the two parts of this thesis. Below, we provide a
summary of the main concepts covered in this chapter:

• Supervived Learning: The first part of the chapter focused on supervised
learning, which is the primary learning technique underlying the models used
in this thesis. Supervised learning, utilises empirical risk minimisation to find
the hypothesis ĥ that best approximates the target function g when provided
with a training dataset.

• Decision Trees: Next, we delved into the Decision Trees learning algorithm.
We explained the structure of a decision tree, consisting of internal nodes and
leaves, and explained how instances are partitioned within the tree’s internal
nodes, leading to predictions at the leaves. Furthermore, we presented a
formal definition of the Decision Tree, which is extensively employed in the
second part of the thesis.

• Ensemble methods: This section introduced the concept of ensemble
learning and base learners. It outlined the two-step process of creating en-
sembles, including base-learner generation through a base-learning algo-
rithm and their combination through a combination strategy. Finally,
we explained how exploiting dependence and independence between learners
is possible through a sequential and parallel construction, respectively.

• Random Forest: The “Random Forest” section holds fundamental impor-
tance within this chapter, as Random Forest is extensively employed in the
second part of the thesis. A comprehensive understanding of Random For-
est’s internal structure is essential for understanding the experiments and
providing an explanation of the results. For this reason, this section intro-
duced key concepts such as bootstrap sampling and feature sampling.
Furthermore, it is crucial to comprehend the mechanics of Random Forest’s
prediction, where individual tree’s predictions are aggregated through ma-
jority voting.

• Gradient Boosting Decision Trees: Lastly, in the concluding section of
this chapter, we introduced Gradient Boosting and its adaptation to decision
trees, known as Gradient Boosted Decision Trees. In essence, GBDT trains
each tree to correct the error made by the prediction of the ensemble trained
until that moment. GBDT models are widely utilised in the first part of the
thesis, as they are considered the state of the art in Learning to Rank.
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Chapter 3

Background and State of the Art

This chapter introduces the first part of this thesis, i.e., Part I: Effective and
Efficient Ranking Algorithms. This first part covers the contribution made to
the Information Retrieval research area, focusing on learning-to-rank techniques,
specifically on their effectiveness and efficiency. Instead, this chapter provides
the background and the state of the art of Information Retrieval and Learning
to Rank research areas to fully understand the contribution of this part of the
thesis. The chapter encompasses the definition of Learning to Rank, the metrics
to evaluate the model’s effectiveness, the key solutions and the research within the
LtR domain, and finally, an exploration of the most common benchmark datasets.

3.1 Information Retrieval

Information Retrieval (IR) is a fundamental discipline in the field of computer sci-
ence and information science. IR is the science of searching for information within
documents, searching for documents relevant to a query (queries are formal state-
ments of information needs), or searching for metadata describing data. It plays
a pivotal role in solving the problem of information overload, i.e., the difficulty
of making decisions or extracting useful information from a large amount of data.
In our modern, data-driven world, the exponential growth of digital information
necessitates efficient methods for finding, accessing, and retrieving relevant data.
This discipline is not only a cornerstone of web search engines but also underlies
numerous applications, including document management systems, recommenda-
tion engines, and intelligent personal assistants.

In [119], Information Retrieval is defined as “finding material of an unstruc-
tured nature that satisfies an information need from within large collections.”
This succinctly captures the essence of IR, which revolves around the processes of
searching for, assessing, and retrieving information that aligns with a user’s spe-
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cific information needs. The information can be in various formats, such as text
documents, multimedia content, or structured data.

IR systems bridge the gap between users and vast repositories of information by
employing a variety of techniques and algorithms. These systems employ methods
from fields like natural language processing, machine learning, and data mining to
index, rank, and retrieve relevant content efficiently.

Key components of an IR system include:

• Document Collection: A vast collection of documents, which could range
from web pages and scientific articles to books and multimedia content.

• Query: A user’s information need, expressed as a query, typically consisting
of keywords or a more complex search string.

• Indexing: The process of analysing and cataloguing documents to facilitate
efficient retrieval.

• Ranking: The algorithmic process of scoring and ordering documents based
on their relevance to a given query.

• Evaluation: Methods to assess the performance of an IR system, typically
using metrics like Precision [119], Recall [119], and F1-score [50].

Over the years, IR has evolved significantly, adapting to the changing landscape
of information and user expectations. Today, the development of IR systems is
driven by ongoing research in the field, with a focus on enhancing precision, per-
sonalisation, and scalability.

In conclusion, Information Retrieval is a critical discipline that empowers indi-
viduals and organisations to access the vast ocean of digital information efficiently.
It combines the power of advanced technologies with a deep understanding of user
needs to deliver timely, relevant, and valuable information.

3.2 Learning to Rank

One of the most classic examples of Information Retrieval (IR) applications is
Web Search Engines. Web Search Engines take as input a user needs (a query)
and retrieve a narrowed selection of documents from a pool of web pages, sorted by
their relevance [101, 180, 61]. A widely used strategy in this domain is Learning to
Rank (LtR). LtR is a class of machine learning techniques that apply supervised
learning to solve ranking problems.

The main difference between LtR and traditional supervised learning tech-
niques such as classification and regression is the type of problem they solve.
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Traditional ML algorithms solve a prediction problem on independent instances,
and the prediction result does not influence the outcome/performance on the other
instances. In a classification task, given an instance x , a classifier aims to predict
a label ŷ that best approximates the ground truth y. On the other hand, LtR
solves a ranking problem on a list of items. In LtR, a ranker receives a query and
a list of items as input and produces an order over the input list such that the
most relevant items for the query are placed at the top of the list. Consequently,
the position of the items in the list also influences the position of the others.

3.2.1 Formal Definition

Typically, in Information Retrieval applications, the Learning to Rank technique
is implemented in the re-ranking stage of the query processing pipeline (i.e., first-
stage retrieval and then re-ranking).

The query processing pipeline involves a first-stage retrieval, also known as
sparse retrieval, where, given a user query q, a set of candidate documents D is
extracted from a vast collection of documents. This step is fast and efficient and
is carried out using strategies such as inverted index on tokens (words) within
the documents or through more sophisticated metrics like BM25 [149]. Despite
being very efficient, the sparse retrieval stage is not sufficiently accurate; hence, a
second step, known as re-ranking or dense retrieval, is needed to refine the results.
For each query q and associates documents in D, a dense representation is created
using hand-crafted, manually-engineered features (we delve into details later in this
section). This dense representation is given as input to a learning-to-rank model
that produces a ranking over the set of candidate documents in D. Therefore,
Learning to Rank focuses solely on the re-ranking stage, ignoring the first part of
the pipeline.

In the context of Learning to Rank, an instance is defined as the triple (q,D, Y ),
where q is the query, D is the set of candidate documents for q, and Y is the set of
relevance labels that each document in D has with respect to the query q. The set
D = {d1, . . . , dn} is a subset of the available document collection in the training
set. The set Y = {y1, . . . , yn} contains relevances drawn from the set Y . Typically,
Y = {0, 1, 2, 3, 4}, with 0 denoting a non-relevant document and 4 representing the
maximum relevance level with respect to query q.

The purpose of LtR is to train a ranker h that, given a query q and a set of
candidate documents D, returns a ranking π over the set of documents, according
to which documents are sorted and presented to the user. To generate the ranking
π, the ranker predicts a score si = h(di), with si ∈ R, for each di ∈ D, and
then sorts the documents in descending score order. As a result, π[i] denotes the
position of document di in the ranking; therefore, π[i] = j when di appears at the
top j-th position in the ranked list. Ideally, the ranker aims to produce a ranking
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that aligns closely with the ideal ranking based on the ground-truth relevance
labels in Y . The better the scores si generated by the ranker approximate this
ideal ranking, the more effective (accurate) the ranker h is.

In LtR, the training set is defined as: D = {(q1, D1, Y1), . . . , (qn, Dn, Yn)}, with
n = |D|. Note that a document di can be a candidate document for multiple queries
so that it can belong to different sets of candidate documents with a different
relevance label for each query. Furthermore, each query can have a different size
of the candidate documents set.

Note that, in practice, LtR instances have the information of the query q
combined (embedded) with the information of each document di to create a single
query-document feature vector x i. The features in the feature vector x i are query-
dependent, document-dependent, and query-document-dependent. Formally, x i =
ϕ(q, di), where ϕ is a function that combines information from the query q and the
document di together. As mentioned by Lin et al. in [103], the resulting vector x i

consists of hand-crafted, manually-engineered features such as the number of query
words appearing in the document corpus or the result of metrics like BM25 [149],
Tf-Idf [151], PageRank score [21], etc. For the sake of clarity, in this thesis, we
refer to LtR instances in the form of a triple (query, documents, relevance labels);
this simplifies the distinction between queries and documents.

3.2.2 Evaluation Metrics

Another difference in LtR is the metrics to be optimised, which take into account
the rank of the documents generated by the model. The most well-known IR
metrics are briefly summarised below:

Normalized Discounted Cumulative Gain (NDCG) [88] measures the quality of
a ranked list by considering both the relevance of the documents and their positions
in the list. It performs a greater discount to the relevance scores of documents that
are ranked lower on the list compared to those placed at the top, thus giving higher
importance to high-ranked documents. Precision [119] measures the proportion of
relevant documents among the top-ranked ones, while Recall [119] calculates the
proportion of relevant documents that are retrieved in the top-ranked list. These
metrics provide insights into how well a model balances relevance and coverage
in its ranking. Average Precision (AP) [188] calculates the average precision for
a single query. It sums the Precision values at each relevant document’s position
and divides it by the total number of relevant documents. Mean Average Precision
(MAP) [106] is similar to AP but takes the mean of the AP for each query. Expected
Reciprocal Rank (ERR) [44] is a metric that takes into account the graded relevance
of documents. It focuses on the first relevant document and penalises the model
more if it’s ranked lower in the list. Rank-Biased Precision (RBP) [127] is a metric
that considers document relevance as well as the likelihood of a user viewing an
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item and the probability of stopping the list inspection. It’s particularly useful for
modelling user behaviour, where users often examine top-ranked results, making
it valuable in search engine evaluation.

3.2.2.1 Normalized Discounted Cumulative Gain

The Normalized Discounted Cumulative Gain is one of the most well-known and
widely used IR metrics for measuring the quality of a ranked list in Learning to
Rank. For this reason, in the experimental part of Part I, we extensively use
NDCG to evaluate the effectiveness of the models. The metric is examined in
detail below.

The Normalized Discounted Cumulative Gain is a metric defined within the
[0, 1] range, where 1 indicates a perfect ranking and 0 represents the worst. It is
used to assess the performance of a ranker for a specific query. The NDCG for a
query q, i.e., NDCG(π, Y ), is computed as the ratio between the Discounted Cumu-
lative Gain (DCG) and the Ideal Discounted Cumulative Gain (IDCG), expressed
by the formula:

NDCG(π, Y ) =
DCG(π, Y )

IDCG(π, Y )
=

DiscountedCumulativeGain

IdealDiscountedCumulativeGain
.

where π is the ranking produced by the ranker over the query q and Y is the set
of relevances that documents in D have with respect to q.

The DCG accumulates a gain for each document based on its position inside
the ranked list. The idea behind DCG is intuitive; a relevant document positioned
at the top of the list is more likely to be seen by a user (high gain) than when it
is located further away (low gain). DCG comprises two essential components: the
gain G and the discount D. Typically, the two components are defined as follows:
Gi = 2yi − 1 is the gain that document di, with relevance yi, brings to the final
ranking, and Di = log2 (1 + π[i]) is the discount of the document’s gain according
to its position π[i] in the list. As it can be easily seen, due to this definition of
discount, a very relevant document in the last position contributes much less to
DCG than in the first position. The IDCG, instead, is the ideal DCG computed
exactly like the DCG but on the ideal ranking produced through the ground truth.
The DCG(π, Y ) is defined as follows.

DCG(π, Y ) =

|D|∑
i=1

Gi

Di

=

|D|∑
i=1

2yi − 1

log2(1 + π[i])
. (3.1)

Note that several other ranking metrics can be similarly formulated with dif-
ferent gains G and discounts D and with proper normalisation.
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The normalisation through the IDCG serves to prevent the model from favour-
ing long queries since queries with a lot of candidate documents are likely to have
a higher DCG. Furthermore, this allows for the comparison of queries of different
lengths.

Real-world applications of information retrieval systems mostly focus on opti-
mising the effectiveness of the top-k results, aligning with observed user behaviour
[62]. Users tend to concentrate their interest on the initial k (e.g., 5/10) results
when scanning a list of items rather than examining the entire extensive list. IR
metrics naturally accommodate this behaviour by introducing a cutoff threshold
k, leading to truncated versions of metrics. For example, NDCG@k evaluates the
goodness of the ranking only for the top-k ranked documents. Truncated met-
rics are particularly relevant in evaluating rankers applied in real scenarios. So,
due to the empirical risk minimisation principle, optimising a truncated metric is
expected to be more effective than optimising its un-truncated counterpart.

The truncated version of NDCG can be easily computed by adding to the
DCG formula in Equation 3.1 an indicator faction 1[π[i] ≤ k] that returns 1
for documents ranked within the cutoff k and 0 otherwise. Straightforward, this
applies also to the IDCG. The NDCG@k(π, Y ) is defined as follows:

NDCG@k(π, Y ) =
DCG@k(π, Y )

IDCG@k(π, Y )
=

1

IDCG@k(π, Y )

|D|∑
i=1

Gi

Di

1[π[i] ≤ k]. (3.2)

Note that the truncated version of NDCG maintains the same characteristics
as its un-truncated counterpart, e.g., the definition in [0, 1] and the possibility to
compare queries of different lengths.

Finally, the overall effectiveness of a ranker on a set D can be computed as the
average NDCG (or NDCG@k) across all queries in D.

NDCG@k =

|D|∑
i=1

NDCG@k(πi, Yi), (3.3)

For the sake of readability, hereinafter, we use the notation NDCG@k instead
of NDCG@k(π, Y ) when there is no ambiguity with the average NDCG, and the
query and its ranking are easily drawn from the context.

3.2.3 Learning Algorithms

In this section, we delve into the state-of-the-art in the domain of Learning to
Rank. Specifically, this section is divided into three major research areas within
the field of Learning to Rank: effectiveness, efficiency, and fairness.
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3.2.3.1 Effectiveness

As mentioned above, most IR metrics consider the ranking generated on the pre-
dicted document scores. This inherently ties the result of the metric with the
order of the documents; consequently, the ranking metrics are non-differentiable
and flat-everywhere [22, 122].

Unlike traditional machine learning methods, an objective function that in-
cludes IR metrics cannot be optimised directly using gradient descent techniques.
This makes it incompatible with gradient-based optimisation, making the opti-
misation of IR metrics a significant challenge in the field of Learning to Rank.
Nevertheless, proficient ranking models hold paramount importance across a wide
spectrum of Information Retrieval systems. As a result, there has been a compet-
itive pursuit to tackle this problem from various perspectives.

Several solutions have been devised to solve the LtR paradigm with ML. The
main approaches to solve this problem are categorised into three classes: pointwise,
pairwise, and listwise approaches [101].

Pointwise Pointwise approaches treat each document in the training set inde-
pendently of others and without considering the query’s context. Consequently,
they disregard the inherent ranking structure. In the Pointwise approach, the
training process typically resembles supervised classification or regression. The
main objective of the loss function is to predict each document individually and
minimise the error between the predicted outcome and the document’s ground
truth relevance [153, 102]. Some examples of pointwise algorithms include McRank
[102], which employs Gradient Boosting Trees to address ranking problems as mul-
ticlass classification tasks. It leverages a classification model capable of assigning a
probability to each document, indicating its membership to different grades. These
expected grades are then used for ranking. Another algorithm is Subset Ranking
[53], which minimises a surrogate loss function defined on regression errors, which
is bounded for DCG.

Pairwise Pairwise approaches reformulate the ranking problem into pairwise
classification or pairwise regression tasks. While these approaches still disregard
the ranking structure, they maintain the separation by queries. The input is
transformed into preference pairs of documents within the same query. If document
di is more relevant than dj (i.e., yi > yj), then the pair (di, dj) is a preference pair,
indicating that document di should be ranked ahead of dj in the output list. These
preference pairs can be treated as instances, with the intra-pair order serving as
their labels in a new classification problem. The optimisation problem aims to
minimise the number of errors committed in ranking pairs of documents. Exiting
classification methods can be used to train a classifier.
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Among the pairwise algorithms, one notable approach is RankNet [26], which
is a pairwise strategy that optimises a probabilistic loss function by mapping the
model’s output to a learned probability. There’s also a version of RankNet that
employs gradient boosting, known as GBRank [68]. Another well-known approach
is AdaRank [182], which utilises boosting to learn weak rankers that minimise the
pairwise misranking error. These weak rankers are then combined linearly to make
predictions. Another example of a pairwise approach is Support Vector Machines
for Ranking (Ranking SVM) [80], which constructs pairs of documents and trains
a model to order these pairs through the SVM [52] algorithm.

Pairwise approaches typically optimise a convex upper-bounds of the pair mis-
ranking error. However, this optimisation does not directly imply an improvement
in the ranking metric, thus leading to a mismatch between model optimisation and
effectiveness on the desired metric.

Listwise The listwise approach tackles the ranking problem more naturally by
incorporating information about the entire ranking list into the optimisation pro-
cess. A listwise approach finds the optimal permutation of all available documents
for a given query. This approach maintains the group structure of ranking, al-
lowing for a more direct integration of ranking evaluation measures into the loss
functions. In this scenario, conventional Machine Learning strategies cannot be
directly applied.

Listwise approaches can be broadly categorised into two groups. The first
group approximates the ranking metric using a smooth surrogate, as seen in Soft-
Rank [161] and ApproxNDCG [142]. The second group employs heuristics to con-
struct a smooth surrogate loss function as did for ListNET [37], ListMLE [178],
XENDCG[22], and LambdaRank [25]. ListNET minimises the cross-entropy be-
tween the ground truth and the model’s score distribution. On the other hand,
ListMLE formulates LtR as a problem of minimising the likelihood loss func-
tion, which is equivalent to maximising the likelihood function of a probability
model. In contrast, XENDCG [22] is similar to ListNET but defines an alternative
cross-entropy loss function that guarantees strong theoretical properties, such as
optimising a convex bound on mean NDCG.

Furthermore, LambdaRank is an approach initially designed for artificial neural
networks that does not attempt to optimise a loss function but heuristically defines
the loss gradient λ with respect to the model’s score. LambdaRank is a pairwise
algorithm that aims to order pairs of documents correctly; however, it embeds
the information about the entire list’s status within the optimisation process. For
this reason, it can also considered a listwise approach. A variant of LambdaRank,
called LambdaMART [27, 176], combines LambdaRank with MART (Multiple
Additive Regression Trees) [69]. LambdaMART is widely regarded as the state
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of the art in Learning to Rank. In a related work [173], the authors proposed a
probabilistic framework for ranking metric optimisation called LambdaLoss. They
demonstrated how LambdaRank is a special configuration with a well-defined loss
in their framework. This work also provided specific loss functions with theoretical
guarantees, bounding the NDCG and ARP [89].

Moreover, the Plackett-Luce model [116, 140] has been widely used to model
a probabilistic distribution over rankings [23, 83, 179]. It defines a probability
distribution over permutations of items based on their scores or relevances.

Typically, listwise and pairwise approaches outperform pointwise approaches due
to their ability to consider and leverage the inherent structure and relationships
within the ranking, which is crucial for accurately modelling the complex nature of
ranking tasks. As mentioned above, listwise approaches directly optimise ranking
metrics, incorporating the status of the entire ranking list into the optimisation
process. While pairwise approaches focus on capturing relative preferences be-
tween pairs of items, which can be more informative than the absolute judgments
used in pointwise approaches. This inherent consideration of ranking dynamics
and relationships provides listwise and pairwise approaches with an advantage in
effectively modelling and optimising for ranking tasks [37, 178].

3.2.3.2 Efficiency

Research in the Learning to Rank (LtR) domain is not solely focused on enhanc-
ing the effectiveness of rankers but also on improving the efficiency of algorithms
during training and operational phases. This becomes particularly crucial when
the system interacts with users, who seek faster response times to maintain their
engagement with the platform [3, 129, 38].

In this regard, several strategies have been developed to expedite the model’s
operational phase. For instance, in [114, 28], documents unlikely to reach top
positions are halted early during the evaluation to reduce the overall prediction
time. Furthermore, various forest pruning strategies aim to reduce the number
of trees to traverse during the prediction phase. In [172], the authors devised
a strategy to identify and safely remove trees while preserving the accuracy of
the original model. Additionally, in [113], trees that contribute minimally to the
ranking are removed, significantly reducing the ensemble size.

Finally, some research focuses on making the most of the available hardware.
For example, Ye et al. in [184] developed RapidScorer in which the particular
representation of the trees has allowed them to exploit the SIMD instructions of
modern CPUs (parallel computation). Dato et al. in [56] and Lucchese et al. in
[112] proposed QuickScorer with different optimisations to make the sequential
tree evaluation more cache-aware.
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3.2.3.3 Fairness

Although this thesis does not focus on fairness in LtR, it is important to mention
some solutions within the LtR domain regarding this issue. In fact, fairness in
LtR is a burgeoning field of research that is gaining traction, addressing the equity
of models [71, 59]. Traditional ranking models generate a static list of items
ordered by their relevance to the user information need. However, within this list,
there could be items equally relevant to the user’s query. Users typically scan
the list from the first to the last item, stopping when they find a relevant one.
Consequently, items placed at the top of the list receive more exposure. This
static ordering inherently creates some disparity among equally relevant elements.
Once the model defines an order for the elements in the list, it remains fixed.
Various research studies have emerged to tackle this issue, attempting to create a
stochastic ordering based on document relevance [95, 155]. Thus, documents with
equal relevance should have an equal probability of appearing before each other.
Consequently, each time the model is queried, a new order is sampled based on
the learned probabilities. For instance, in [135, 136], an efficient solution using
Plackett-Luce models is proposed to address fairness and relevance problems in
LtR. Additionally, in [23], a stochastic framework is presented that samples a list
order from a distribution defined by raw scores.

Additionally, the datasets used to train machine learning models, including
those in Learning to Rank, may contain biases related to gender, race, nationality,
and so on. Unfortunately, the model can learn these biases, leading to discrimi-
natory rankings. Addressing and mitigating these biases is a critical concern in
LtR to ensure fair and unbiased outcomes in item ranking. Various fairness-aware
approaches and techniques are being developed to tackle this important challenge
in the field of information retrieval and machine learning. Solutions like DELTR
[187] and Fair-PG-Rank [155] introduce the concept of fairness during the op-
timisation phase, aiming to create fairness models with respect to the notion of
exposure. DELTR optimises for equal exposure, defining exposure as a document’s
probability of appearing in the top position of a ranking for a specific query. On
the other hand, Fair-PG-Rank defines exposure as expected attention, which the
authors equate to the expected position bias. These approaches incorporate the
concept of fairness to ensure that items have a balanced chance of appearing at
top positions in the ranking, promoting a fair and equitable ranking outcome.

3.2.4 Benchmark Datasets

In this final section of the thesis, we introduce the LtR datasets used to evaluate
the effectiveness of the proposed solutions. The datasets mentioned in this section
are the only ones used in the experimental part; other LtR datasets are not men-
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Table 3.1: Datasets properties.

Dataset #feat. #queries #doc. query len. %non-rel.

Istella-X [115] 220 10,000 26,791,447 2,679.14 99.83
Istella-S [111] 220 33,018 3,408,630 103.24 88.61
Istella-F [56] 220 33,018 10,454,629 316.63 96.29
Yahoo! Set 1 [42] 519 29,921 709,877 23.73 26.09
MSLR-30K [141] 136 31,531 3,771,125 119.60 51.47

Table 3.2: Relevance distribution among datasets. The table reports the number
of documents for each integer relevance label in the set Y .

Relevance distribution
Dataset 0 1 2 3 4

Istella-X [115] 26,745,076 26,604 5,108 9,619 5,040
Istella-S [111] 3,020,406 83,167 135,989 93,957 75,111
Istella-F [56] 10,066,405 83,167 135,989 93,957 75,111
Yahoo! Set 1 [42] 185,192 254,110 202,700 54,473 13,402
MSLR-30K [141] 1,940,952 1,225,770 504,958 69,010 30,435

tioned in this thesis. All the datasets used are publicly available, and each dataset
provides graded relevance labels, ranging from 0 (indicating irrelevance) to 4 (indi-
cating perfect relevance), associated with the vectors representing query-document
pairs.

Five LtR datasets were used in the experiments presented in this thesis, and
they are detailed below. Furthermore, Table 3.1 and Table 3.2 summarise the
fundamental details of the datasets.

• Istella-F [56]: The Istella LETOR full dataset, abbreviated as Istella-F
for simplicity, is provided by TISCALI ITALIA S.p.A., an Italian company
that operates the ISTELLA Web search engine (http://www.istella.it). The
dataset comprises 33,018 queries and 220 features representing each query-
document pair, resulting in a total of 10,454,629 documents. The substantial
number of documents in the dataset makes it particularly useful for large-
scale experiments on the efficiency and scalability of Learning to Rank so-
lutions. The dataset is provided with a split between training and test sets
based on an 80%-20% scheme. However, during our experimental phase, we
also needed a validation set. For this reason, we extracted the validation
set from the training set, resulting in a split in train, validation, and test

http://www.istella.it
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sets based on a 60%-20%-20% scheme. The dataset can be downloaded from
http://quickrank.isti.cnr.it/istella-dataset.

• Istella-S [111]: The Istella-S LETOR dataset, referred to as Istella-S, is
the smallest within the Istella dataset family. Istella-S is a smaller sam-
ple of the Istella-F dataset. Like Istella-F, it comprises 33,018 queries
and 220 features representing each query-document pair. Istella-S is made
up of 3,408,630 documents generated by sampling non-relevant documents
to an average of 103 docuemnts per query. It has been divided into train,
validation, and test sets following a 60%-20%-20% scheme. The dataset can
be downloaded from http://quickrank.isti.cnr.it/istella-dataset.

• Istella-X [115]: The Istella-X (eXtended) LETOR dataset, for the sake
of brevity, named Istella-X, is the largest within the Istella dataset
family, comprising 10,000 queries and 220 features representing each query-
document pair. Istella-X consists of 26,791,447 documents, holding the
highest proportion of non-relevant documents, accounting for 99.83% of the
total. This characteristic was designed to evaluate the effectiveness of LtR
models in highly unbalanced queries, such as those found on the World Wide
Web. The dataset was constructed using 10,000 queries sampled from a real-
world Web search engine log. For each query, up to 5, 000 results were
retrieved from a collection of 44,830,467 Web documents and ranked based
on a BM25F [186] scoring function. The dataset has been split into train,
validation, and test sets following a 60%-20%-20% scheme. The dataset us
is made available at http://quickrank.isti.cnr.it/istella-dataset.

• MSLR-30K [141]: The Microsoft Learning to Rank Datasets consists of two
sets, one containing approximately 30,000 queries and the other about 10,000
queries. In the experiments conducted in this thesis, we utilised the larger
one and referred to this set asMSLR-30K. This dataset is the most balanced
in terms of the number of relevant documents, representing approximately
half of the dataset. MSLR-30K is provided in five folds, each containing
a different permutation of five splits of the dataset. In each fold, three
splits are allocated for the training set, one for the validation set, and the
remaining one for the test set. In the experiments presented in this thesis,
we specifically used Fold 1. Each fold provides a split in training, validation,
and test sets that follow the 60%-20%-20% scheme. The MSLR Web dataset
is available at http://research.microsoft.com/en-us/projects/mslr.

• Yahoo! Set 1 [42]: The Yahoo! Learn to Rank Challenge version 2.0
dataset comprises two distinct datasets: Set 1 and Set 2. In the experiments

http://quickrank.isti.cnr.it/istella-dataset
http://quickrank.isti.cnr.it/istella-dataset
http://quickrank.isti.cnr.it/istella-dataset
http://research.microsoft.com/en-us/projects/mslr


3.2. LEARNING TO RANK 43

conducted in this thesis, we utilised Set 1 and referred to this set as Ya-
hoo! Set 1. This dataset is the smallest among those used in this thesis,
consisting of only 709,877 documents with an average of approximately 24
documents per query. It also contains the highest proportion of relevant
documents among those mentioned here, with about 74% of the documents
being relevant. The dataset has been divided into training, validation, and
test sets following a 60%-20%-20% scheme. The dataset can be downloaded
at https://webscope.sandbox.yahoo.com/catalog.php?datatype=c.

https://webscope.sandbox.yahoo.com/catalog.php?datatype=c
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3.3 Summary

In this chapter, we introduced the fundamental concepts and knowledge necessary
to understand our contribution to the domain of Learning to Rank. Below is a
brief summary of the key concepts discussed in this chapter.

• Information Retrieval: In this section, we explored Information Retrieval,
a research field at the intersection of computer science and information sci-
ence. IR addresses the challenge of retrieving useful information from
cluttered and unstructured vast collections of data. Finally, IR widely
employs machine learning techniques to address this challenge.

• Learning to Rank: In this section, we provided a detailed definition of the
Learning to Rank problem and elucidated its distinctions from classification
and regression. Specifically, in LtR, each instance comprises a user’s query
and a set of candidate documents assigned to it. The aim of the model
is to generate a ranking over these documents such that the most relevant
ones are ranked at the top of the list.

• Evaluation Metrics: Evaluation metrics in the domain of Learning to
Rank must take into account the order of documents within the list. Among
the presented metrics, there is the Normalized Discounted Cumulative
Gain, which assesses the contribution (gain) of each document based on
its relevance to the query and discounts based on its position within the
ranked list.

• Learning Algorithms: In this section, we introduced one of the main
challenges of Learning to Rank, namely the impossibility of optimising LtR
metrics directly due to their intrinsic connection with item ordering. We
presented the state of the art in LtR, categorised into pointwise, pairwise,
and listwise approaches. The state of the art covered in this section encom-
passes algorithms to improve effectiveness, efficiency, and fairness in the
domain of learning to rank.

• Benchmark Datasets: In the last section of this chapter, we introduced
five benchmark datasets used to evaluate the effectiveness and efficiency of
learning-to-rank algorithms. Each dataset possesses distinct characteristics,
varying in the number of documents, the proportion of relevant and non-
relevant documents in the dataset, and the number of queries.



Chapter 4

Surrender on Outliers and Rank

In this chapter, we discuss the work titled “Filtering out Outliers in Learning to
Rank”, in proceedings as a full paper at the ICTIR ’22: The 2022 ACM SIGIR
International Conference on the Theory of Information Retrieval. Further details
can be found in the reference [121].

Outlier data points are recognised to have a negative impact on the learning
process of regression or classification models, yet their influence in the learning-to-
rank scenario has not been thoroughly investigated thus far. Traditional Learning
to Rank learning algorithms assume that training sets do not contain noise and
outliers [60]. However, this assumption is not always valid, especially in a con-
text where human-labeled datasets are used. Additionally, the features of query-
document vectors may be insufficient to distinguish relevant documents from non-
relevant ones [40].

For instance, in a pairwise context, which still constitutes a significant part of
the state of the art in LtR, the presence of outliers, noise, or erroneously labelled
documents leads to a quadratic growth in the number of incorrect pairs. Conse-
quently, it becomes necessary to consider the potential presence of issues/errors
during training.

This work primarily consists of two contributions. First, we discovered the
presence of documents within the training set that the model consistently strug-
gles to rank correctly. Building upon this discovery, we coined the term “consistent
outliers” in LtR and provided a precise definition. Second, we designed Surrender
on Outliers and Rank (SOUR), a learning-to-rank method that detects and re-
moves consistent outliers before constructing an effective ranking model. Through
extensive experiments, we demonstrate that removing these consistent outliers be-
fore retraining a new model leads to statistically significant improvements in terms
of NDCG. Furthermore, SOUR outperforms state-of-the-art denoising and outlier
detection methods.

Additionally, we present a thorough experimental analysis, investigating the

45
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behaviour of the proposed algorithm across different query types and assessing
the impact of outlier removal on the model’s raw predictions. Furthermore, we
substantiate the effectiveness of our algorithm by comparing it to several variants
inspired by related but less close works.

The chapter is structured as follows: Section 4.1 introduces the related work
specific to this study. Section 4.2 provides the definition of consistent outliers in
LtR, while Section 4.3 presents our algorithm called SOUR for detecting consistent
outliers and training effective models on clean datasets. In Section 4.4, we define
the experimental setting and the baselines used for comparison. Moreover, in
Section 4.5, we provide the main results of our contribution: the performance
of SOUR in terms of NDCG compared to the baselines. Section 4.6 includes a
series of detailed analyses we performed to better understand the capabilities of
the proposed algorithm. Finally, Section 4.7 summarises the contents covered in
the chapter and outlines some future works.

4.1 Related Work: Outliers

The presence of outliers in the context of Learning to Rank poses a significant
problem, yet it has received little attention from the research community so far.
This is surprising considering the potential harmfulness of outliers and the high
probability of having them due to the nature of the labels used to generate the
ground truth. The labels themselves, representing the relevance of instances, can
vary considerably based on various subjective considerations, thus introducing a
potential source of noise and ambiguity into the learning process.

Despite the lack of thorough research into robustness against outliers in the
field of Learning to Rank, it is essential to examine the current state of the art
in this direction. Some relevant studies provide approaches and methodologies
that can serve as baselines for the solution proposed in this work. Exploring these
baselines is crucial to understand better what strategies have been proposed to
address this issue.

In literature, one of the most common strategies for managing outliers in
machine learning is sample selection [104, 132], where outliers are found and
treated differently than legitimate samples (removed [90], learned separately [79],
reweighed [60], etc.). A sample selection strategy that removes outliers is designed
in [104]. The authors introduce a sample selection algorithm named Isolation For-
est, which employs a forest of decision trees to decide whether an instance is an
outlier. Isolation Forest trains each decision tree in the forest on a random subset
of the training set. The randomisation helps create a diversified set of decision
trees that collectively form the Isolation Forest. Then, for each instance in the
training set, the depth of the leaf reached in each individual tree is calculated, i.e.,
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how many nodes the instance passes through before reaching the leaf. Finally, the
average depth across all trees is computed. Instances with a lower average depth
are deemed outliers as it indicates that they were isolated more rapidly and are
potential outliers. Consequently, instances that exhibit, on average, a shorter path
from the root to the leaves within the forest are classified as outliers. The Isolation
Forest algorithm effectively and efficiently identifies outliers, particularly in larger
datasets, because it uses random decision trees and efficient depth calculation
methods.

An early notable work is Robust C4.5 [90], a variant of the C4.5 algorithm [143],
designed to be robust against outliers. The algorithm iteratively trains decision
trees, pruning the dataset at each phase by removing misclassified instances from
the training set. This iteration continues until no classification errors occur in
the training set. While applied to a classification task, this technique shares some
similarities with our method but is more aggressive and specific to classification.

In [177], the authors argue that strategies based on selective sampling are
sensitive to changes in noise distribution. Furthermore, the difficulty in identifying
outlier instances may lead to the removal of several legitimate instances. Another
approach to handling noisy labels within the dataset is robust learning. Many of
these strategies attempt to define a robust loss function in the presence of noise
in the training set [189, 64, 148, 75, 177]. An attempt in the LtR context was
made in [40], utilising a pairwise meta-learning approach that takes a linear model
as input and generates an outlier-robust model. The input model hypothesis is
refined through a non-linear sigmoid function. The sigmoid meta-ranker performs
a non-convex optimisation that converges to a local optimum close to the original
hypothesis. The algorithm leverages the non-linearity of the sigmoid function to
suppress the effect of outliers, essentially softening the large negative loss generated
by incorrectly ordered pairs.

A more recent attempt at achieving noise-robust training in Learning to Rank
is PeerRank [177], leveraging the PeerLoss [107] loss function. In this article, they
defined an instance-level loss function ℓpeer employing the PeerLoss loss function
to address ranking problems. They defined an instance-level loss function for both
pointwise and pairwise settings. Since, as mentioned in Section 3.2.3.1, pairwise
and listwise methods are more effective than pointwise ones, this work primarily
focused on their pairwise definition.

For a pairwise instance x i = (da, db) and the pairwise label yj = 1[ya > yb], the
pairwise instance-level loss function is defined as ℓ(yi, h(x i)). In their PeerRank
method, the pairwise instance-level loss function ℓpeer introduces synthetic noise
instances by randomly selecting pairs of documents from the training set and
pairing them with random labels.
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The ℓpeer loss function can be summarised with the following definition:

ℓpeer(yi, h(x i)) = ℓ(yi, h(x i))− ℓ(yj, h(x k)), (4.1)

where x k is a pair of documents randomly selected from the set of candidate
documents D such that x i ̸= x j and yj = Bernoulli[p = 0.5].

PeerRank minimises this loss function with respect to both the original training
instances and the synthetic noisy ones. Thereby, the ℓpeer loss function punishes
models that correctly rank such noisy instances.

4.2 Contribution 1: Consistent Outliers in LtR

In this section, we introduce the first contribution of our work, which encompasses
the discovery of consistent outliers and the formal definition we provided. Specifi-
cally, we observed that given a learning algorithm L that trains a model F through
an iterative process, for each iteration i, there are documents consistently ranked
incorrectly by the model Fi, updated at iteration i. This suggests that the learning
algorithm is not able to correct the model’s error in the subsequent iterations of the
training process, maintaining the error for the entire training and compromising
the model’s final effectiveness.

Based on this discovery, we provided a formal and precise definition to better
characterise this phenomenon; we formulated the definition of consistent posi-
tive/negative outliers.

However, before providing the definition of consistent outliers, we need to dis-
tinguish between positive outliers and negative outliers. To do this, we recall that
the most commonly used quality metrics use a cutoff threshold k to manage the
users’ behaviour of focusing only on the top results of the ranking. This effectively
constraints the metric evaluation to the contribution of the top-k ranked docu-
ments. This allows us to define an area of interest in the top-k positions of the
ranking.

Intuitively, we define positive outliers as those relevant documents that are
“pushed out” of the top-k scored documents, and negative outliers as those non-
relevant documents that are “pushed in” to the top-k ranks. Relevant documents
are documents with a relevance label greater than zero, and non-relevant docu-
ments have a relevance label equal to zero. Below, we provide a formal definition
of positive and negative outliers:

Definition 1 (Positive Outlier). Given a set of candidate documents D, the rank-
ing π produced by a ranker, and a threshold k, a document di ∈ D is said to be a
Positive Outlier if a) it is relevant, i.e., it has a relevance label greater than 0, b)
it is ranked below rank k, i.e., π[i] > k and c) there is at least one document with
a relevance label equal to 0 within rank k.
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Figure 4.1: Outlier vs. misranked documents. Top: the document at rank 3
occupies a position in the top-k (k = 4) that might be filled by the relevant
document at rank 6 and vice versa. Bottom: even if the ranking is incorrect, the
top-k are either full of relevant documents or all possible relevant documents.

Definition 2 (Negative Outlier). Given a set of candidate documents D, the
ranking π produced by a ranker, and a threshold k, a document di ∈ D is said to
be a Negative Outlier if a) it is not relevant, i.e., with a relevance label equal to 0,
b) it is ranked within rank k, i.e., π[i] ≤ k and c) there is at least one document
below rank k with a relevance label greater than 0.

It is also crucial to distinguish between outlier and misranked documents. We
refer to misranked documents for all other ranking errors that do not fit either of
the above two definitions. Figure 4.1 illustrates the distinction between outlier
documents (top) and misranked documents (bottom). Note that no (negative)
outliers exist when the top-k positions only include relevant documents, and no
(positive) outliers exist when all the relevant documents fall in the top-k positions.

As mentioned above, we discovered the presence of outliers consistently ranked
wrongly during the training phase, therefore, we have to take into account all the
training iterations. Thus, given a learning algorithm L, we are interested in every
ranking produced by the intermedial model (inter-model) Fi after i iterations of
the training process. Let Fi be an intermedial model learnt until iteration i, i.e.,
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an ensemble of size i; we look at all the positive/negative outliers produced by Fi

for each iteration of L in a given iteration interval. Thus, we look for documents
that are consistently considered outliers across the iteration interval, as defined
below.

Definition 3 (Consistent Positive/Negative Outliers). Given a list of candidate
documents D, a learning algorithm L, two iteration-interval bounds s and e, and
let Fi be the inter-model learnt until iteration i by the learning algorithm L. We
define as Consistent Positive/Negative Outliers those documents that are posi-
tive/negative outliers in the ranking generated by a Fi, for every iteration i ∈ [s, e].

We argue that a model finds it more difficult to properly rank these documents
due to the outlier nature of these instances rather than the learning algorithm’s
limitations.

4.3 Contribution 2: SOUR Learning Algorithm

This section encapsulates the main contribution we brought with the research
presented in this chapter. Here, we present our Learning to Rank algorithm,
which leverages outlier removal during the training process. The main idea is to
remove outlier instances before training rather than utilising the entire dataset,
giving rise to our method named Surrender on Outliers and Rank (SOUR). The
algorithm, outlined in Algorithm 3, comprises three main steps: i) base model
training, ii) outlier detection and removal, and iii) final model training.

The SOUR algorithm takes as input three hyper-parameters: s, e, and t. The
hyper-parameters s-tart and e-nd define the iterations of the learning algorithm
during which the search for consistent outliers occurs. The hyper-parameter t
specifies the type of outlier to remove from the training set and assumes the values
t ∈ {pos,neg,all}, representing positive, negative, or their union, respectively.
A detailed explanation of how the algorithm works follows.

During the first step (line 13), an inter-model Fi is trained until iteration i
on the complete training set D using a specified LtR learning algorithm L and a
metric Z. In an ideal scenario, Fi represents the optimal model achievable with L
at iteration i.

The second and core step of the algorithm (lines 14–23) consists of using the
inter-model Fi to identify outliers in the training set. For each iteration i ∈ [s, e],
the algorithm uses the inter-model Fi to score and rank every set of candidate
documentsDj ∈ D, and for candidate set SOUR compute the positive and negative
outliers according to Definitions 1, 2, respectively denoted with Opos

i and Oneg
i .

Then, it computes the set of consistent outliers by intersecting all the positive or
negative outliers found so far, i.e., Opos =

⋂
iOpos

i and Oneg =
⋂

iOneg
i . It also
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Algorithm 3 SOUR Algorithm.

1: function SOUR(D,L, t, s, e, Z)
2: Input
3: D : training set
4: L : learning algorithm
5: t : type of consistent outliers to remove
6: s : iteration to start collecting outliers
7: e : iteration to end collecting outliers
8: Z : evaluation metric
9: Output
10: F : final model

11: F0 ← ∅
12: for i = 1 to e do
13: Fi ← L(Fi−1,D, Z) ▷ Train inter-model at iteration i

14: if i ≥ s then ▷ Start to look for outliers after s iteration
15: k ← Z.cutoff ▷ Get metric cutoff
16: Oneg

i ← {not relevant documents with rank (by Fi) ≤ k
17: above a relevant document with rank > k}
18: Opos

i ← {relevant documents with rank (by Fi) > k
19: below a not relevant document with rank ≤ k}

20: Oneg ← ⋂
i∈[s,...,e]Oneg

i ▷ Compute consistent outliers

21: Opos ← ⋂
i∈[s,...,e]Opos

i

22: Oall ← Opos ∪ Oneg

23: O ← Pick(Opos,Oneg,Oall, t) ▷ Select outliers

24: F ← L(∅,D \ O, Z) ▷ Train on the clean dataset
25: return F

considers the set Oall = Opos ∪ Oneg. Depending on t ∈ {neg, pos, all}, the
function Pick (line 23) selectes one of Oneg, Opos or Oall to be the set of outliers
removed by SOUR.

During the last step (line 24), a new model is trained after removing the outliers
O from the input training set D, and the resulting model is eventually returned.

The SOUR algorithm incurs an additional cost of running L a second time. The
cost of this step is primarily linked to the choice of the learning algorithm used.
For instance, with tree-based learning algorithms like Gradient Boosting Decision
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Table 4.1: Datasets properties.

Istella-X MSLR-30K Yahoo! Set 1

#queries 10,000 31,531 29,921
avg. query length 2,679.14 119.60 23.72
#documents 26,791,447 3,771,125 709,877

relevance label distribution
0 26,745,076 1,940,952 185,192
1 26,604 1,225,770 254,110
2 5,108 504,958 202,700
3 9,619 69,010 54,473
4 5,040 30,435 13,402

%non-relevant documents 99.83% 51.47% 26.09%

Trees, this additional cost is usually not a concern due to their inherent efficiency.
It’s also worth noting that the cost of outlier detection during the second step
is negligible compared to the cost of running L. In our experimental section, we
demonstrate that the size of the outlier set O is relatively small. Consequently,
running L on the cleaned dataset is nearly as efficient as with the original dataset.
However, the resulting model yields notable performance improvements.

Finally, it’s important to note that SOUR primarily focuses on metrics utilis-
ing a cutoff, like NDCG, ERR, Precision, etc., since they align with our defined
notions of positive and negative outliers. However, SOUR can also effectively ac-
commodate other metrics that don’t rely on a threshold k by appropriately adding
and tuning a dummy threshold k through the hyper-parameters.

4.4 Experimental Setup

We conduct experiments on three publicly available datasets: Istella-X,MSLR-
30K, and Yahoo! Set 1, previously introduced in Section 3.2.4. To avoid
jumping back to Section 3.2.4, the main information about the datasets, useful for
this chapter, is summarised in Table 4.1.

We highlight that they have very different average query lengths. The limited
number of documents in Yahoo! Set 1 allowed us to test the effectiveness of the
proposed algorithm in extreme scenarios. All datasets include graded relevance
labels with a different fraction of non-relevant documents: Yahoo! Set 1 having
26.09% out of 709,877, MSLR-30K with 51.47% out of 3,771,125 and Istella-X
with 99.83% out of 26,791,447.
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4.4.1 Baselines and Implementation

In the experimental phase, we compared the effectiveness of the SOUR algorithm
with five different algorithms: the baselines λLGBM and λMART, two algorithms
robust to outliers in the training set IsoLGBM and PeerLGBM, and an alterna-
tive variant of SOUR named SOURlast. All algorithms were built on top of the
open-source LightGBM library [93]. The implementation of SOUR is available on
GitHub1

Note that LightGBM stands for Light Gradient Boosting Machine, and the
trained models are ensembles of decision trees trained with GBDTs. Consequently,
all the models used in the experiments are tree ensembles, implying that the inter-
model Fi is an ensemble trained up to iteration i containing i trees. Below are the
implementation details of each of these algorithms:

• λMART: It is the exact implementation of the LambdaMART algorithm pro-
posed in the article [27]. To train a model with the original implementation
of LambdaMART, it is necessary to tell the LightGBM library not to exe-
cute gradient normalisation. Gradient normalisation is used to normalise the
lambdas for different queries and improve the performance for unbalanced
data.

• λLGBM: It implements the LambdaMART algorithm proposed in the article
but with gradient normalisation designed in the LightGBM library.

• IsoLGBM: It is a combination of the Isolation Forest algorithm and λLGBM.
Specifically, the Isolation Forest algorithm finds the outliers according to its
definition and then creates a clean training set. Finally, this new training
set is used by λLGBM to train the final model. Similar to what SOUR does,
based on the relevance label of the outlier documents found by Isolation For-
est, there are positive/negative outliers according to its outlier definition. In
this case, using a hyper-parameter t = {neg,pos,all}, IsoLGBM trains a
model by removing negative, positive, and both kinds of outlier documents.
For the isolation forest, we adopted the parameters suggested by the au-
thors [104].

• PeerLGBM: It is a robust training algorithm that uses a data augmentation
mechanism. The rationale is to inject the instance-level loss function with
synthetic outlier instances so that the trained algorithm can learn to rank
them poorly. We implemented the loss function in Equation 4.1 defined
in [177] on top of LambdaMART. It should be noted that the PeerRank
implementation proposed in the original article was done on LambdaRank,

1https://github.com/FedericoMarcuzzi/Filtering-out-Outliers-in-Learning-to-Rank

https://github.com/FedericoMarcuzzi/Filtering-out-Outliers-in-Learning-to-Rank


54 CHAPTER 4. SURRENDER ON OUTLIERS AND RANK

which shares the same objective function as LambdaMART; consequently,
the implementation was straightforward.

• SOURlast: It is the same as SOUR, but only the outliers found in the last
iteration of the training phase are removed. Trivially, it is equal to SOUR
with s = e =last iteration.

4.5 Main Results

This work aimed to identify and eliminate outliers within the training set to en-
hance the effectiveness of learning-to-rank models. Consequently, the primary
outcomes of this study revolve around the effectiveness of our solution compared
to the state of the art.

4.5.1 Effectiveness

In this section, we evaluate the model’s performance in terms of the average per-
centage of NDCG@5 and NDCG@10. It is important to note that λMART and
λLGBM are not designed to be robust to outliers, whereas SOUR, SOURlast,
PeerLGBM, and IsoLGBM each implement a different strategy to handle the pres-
ence of outliers in the training set.

Table 4.2 presents the results of each model on the test set alongside the best
hyperparameters for each model. The table includes the size of each model, de-
noted as |F |, expressed in terms of the number of trees (i.e., at which iteration of
GBDTs the training phase has terminated) and the hyperparameters s and t in-
troduced earlier. Additionally, it includes a column |O| as the size of the removed
outlier set.

Each model was trained to a maximum of 1,000 trees with early stopping cri-
teria computed on the validation set. The best hyperparameters were determined
through hyperparameter tuning on the validation set. Further detailed analysis of
models’ hyperparameters is discussed in Section 4.6.1.

The first conclusion that can be drawn from Table 4.2 is that SOUR outper-
forms other algorithms on every dataset and for both NDCG@5 and NDCG@10.
As expected, the smallest improvement is achieved in the Yahoo! Set 1 dataset
due to its small size. However, it is well known how small NDCG improvements
are indeed very relevant [43]. Interesting gains are visible for Istella-X and
MSLR-30K. The improvements brought by SOUR are statistically significant in
most cases. This confirms that the proposed SOUR algorithm is effective and
that further investigation is worthwhile. To measure the statistically significant
improvement of our solution, we used a Fisher’s randomisation test [65] with a one-
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sided p-value. The statistically significant improvements with respect to SOUR
are marked with italic ∗ for p = 0.05 and bold ∗∗ for p = 0.01.

What the results reveal is that, for SOUR, there is no definitive best choice be-
tween consistent negative or positive outliers. The choice depends on the dataset
used but remains consistent across different thresholds of the metric cutoff. How-
ever, as expected, SOUR prefers to remove consistent positive outliers from the
training set of Yahoo! Set 1, given that, as mentioned in Table 4.1, it contains
approximately 74% of positive documents in the dataset. However, due to the very
limited number of documents per query in Yahoo! Set 1, removing a few of such
a small set of documents does not provide significant benefits. Finally, a notable
observation is that SOUR and SOURlast have opposing preferences regarding the
optimal set of outliers to remove.

Regarding IsoLGBM, removing both types of outliers (positive and negative) is
almost always more effective. It’s important to note that Isolation Forest does not
consider the relevance label when looking for outlier documents but relies solely
on the documents’ average path length. Consequently, removing all the outliers it
identifies proves to be more effective than removing only a portion. However, the
outliers found by Isolation Forest are not contextualised to the ranking problem,
and therefore, legitimate documents may also be removed. This translates to lower
performance compared to SOUR.

The PeerLGBM algorithm is the most robust model among the state-of-the-
art competitors. However, it does not achieve statistically superior performance
to SOUR. Although incorporating synthetic outliers during training makes PeerL-
GBM the most robust among competitors, it compromises the model’s learning
process by deviating it from the original data distribution, resulting in lower per-
formance than SOUR on the test set.

The parameter s also appears to follow a non-predictable distribution and needs
to be tuned for each dataset. However, even in this case, it remains similar for
various metric cutoffs k for SOUR and SOURlast. We emphasise that the number
of documents removed by SOUR is quite small; for example, only 1% of the non-
relevant documents are removed from the MSLR-30K dataset. This low number
of removed documents, significantly smaller than IsoLGBM, contributes to SOUR’s
higher effectiveness. Furthermore, the performance of SOURlast confirms that the
effort made by SOUR in identifying consistent outliers is crucial for achieving
better performance. Additionally, as seen in Table 4.2, searching for outliers only
in the last training iteration leads to the removal of many documents. However,
SOURlast allows for two interesting observations. First, the training phase is faster
with significant removal of documents. For instance, when optimising NDCG@5,
SOURlast removes approximately 42% of the documents from MSLR-30K while
maintaining good performance. The second observation is that even by removing
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Table 4.2: Effectiveness in terms of NDCG (percentage). Statistically significant
improvements w.r.t. SOUR according to Fisher’s randomisation test [65] (with a
one-sided p-value) are marked with italic ∗ (p = 0.05) and bold ∗∗ (p = 0.01).

Model |F | s t |O| %NDCG@5 |F | s t |O| %NDCG@10

Istella-X
λMART 206 67.11 ∗∗ 223 72.72 ∗∗

λLGBM 535 72.82 ∗∗ 585 77.23 ∗∗

PeerLGBM 883 73.32 841 77.49 ∗∗

IsoLGBM 533 all 0.78% 73.11 ∗ 745 all 0.02% 77.39 ∗∗

SOURlast 670 535 neg 0.03% 73.38 811 585 neg 0.08% 77.69
SOUR 617 0 pos 0.01% 73.62 939 800 pos 0.01% 78.04

MSLR-30K
λMART 998 49.97 ∗∗ 979 52.16 ∗∗

λLGBM 802 50.48 ∗∗ 775 52.46 ∗∗

PeerLGBM 1000 50.53 ∗ 991 52.48 ∗∗

IsoLGBM 771 all 6.81% 50.45 ∗∗ 725 all 5.92% 52.44 ∗∗

SOURlast 822 802 pos 42.87% 50.42 ∗ 859 775 neg 1.55% 52.84 ∗∗

SOUR 876 700 neg 1.01% 50.81 928 700 neg 1.01% 53.04

Yahoo! Set 1
λMART 975 74.95 ∗∗ 829 79.04 ∗∗

λLGBM 840 75.24 ∗ 701 79.46 ∗

PeerLGBM 987 75.36 662 79.50
IsoLGBM 989 neg 6.08% 74.88 ∗∗ 648 all 24.95% 79.03 ∗∗

SOURlast 997 840 neg 0.76% 75.28 862 701 neg 2.73% 79.35 ∗∗

SOUR 999 400 pos 23.26% 75.44 941 300 pos 18.20% 79.56

only the outliers found in the last iteration, it is possible to achieve equal or
superior performance compared to the baselines and achieve the second-best result
in many situations, such as in Istella-X.

Finally, the results in Table 4.2 highlight the impact of gradient normalisation,
allowing λLGBM to achieve statistically superior performance to λMART.

4.6 In-Depth Analysis

In this section, we thoroughly explore different hyperparameter values to under-
stand how they affect the model’s behaviour. We then dive into a detailed analysis
of how SOUR performs under various scenarios and deeply analyse the different
strategies used to handle outliers in the training set. Finally, we tried to under-
stand what provides the performance improvement of our approach, and then we
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Table 4.3: SOUR hyper-parameter analysis. The average percentage of NDCG@k
is computed on the Istella-X validation set. The highest values are in bold.

t = neg t = pos t = all
s e |F | %NDCG@10 |F | %NDCG@10 |F | %NDCG@10

0 1000 940 77.02 523 76.86 724 76.96
100 1000 693 76.69 893 76.98 766 76.77
200 1000 870 77.17 451 76.59 587 76.79
300 1000 566 76.88 997 76.84 687 76.84
400 1000 537 76.85 579 76.79 824 76.84
500 1000 971 76.99 626 76.89 718 76.70
600 1000 635 76.94 566 76.67 949 76.84
700 1000 568 76.84 690 76.72 671 76.82
800 1000 624 76.80 939 77.28 679 76.84
900 1000 982 77.17 783 76.83 960 76.85

0 100 762 76.79 998 76.53 936 76.51
0 200 837 77.15 692 76.76 775 76.41
0 300 724 76.92 998 76.85 797 76.83
0 400 912 76.86 709 76.43 692 76.88
0 500 833 77.01 437 76.14 690 76.68
0 600 438 76.74 689 76.96 517 76.28
0 700 627 76.93 824 76.86 507 76.60
0 800 607 76.70 563 76.94 884 76.60
0 900 996 77.07 1000 77.01 973 76.98

experimentally justified our choices by comparing them against alternative vari-
ants.

4.6.1 Hyperparameter Analysis

In this section, we present the analysis for the Istella-X dataset; however, similar
behaviour was also observed for the other datasets. Although the other datasets
exhibited analogous behaviour, they did not provide additional insights into the
functioning of SOUR, so we did not include analyses on hyperparameters for those
datasets. It’s important to note that in this work, SOUR is trained using a GBDT
learning algorithm, where each iteration of the learning algorithm corresponds to
a tree. For the sake of clarity, hereinafter, we referred to the learning algorithm’s
iterations as “trees”.

Table 4.3 includes the NDCG@10 of SOUR on the Istella-X validation set
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while varying the hyperparameters s (start) and e (end), and removing one of
three different sets of consistent outliers at a time: Oneg, Opos, or Oall, based on
the parameter t ∈ {neg, pos, all}.

For every set of consistent outliers identified for each (s, e) pair as presented in
Table 4.3, we trained an ensemble F using a maximum of 1, 000 trees with early
stopping criteria on the validation set. The resulting ensemble size is indicated in
the table as |F |.

We report results on the two most interesting scenarios we found. In the first
scenario, we looked for consistent outliers in outliers found by all the latest trees
in the forest (e = 1000). In the second scenario, we considered consistent outlier
documents that were found outliers in the initial trees (s = 0). Additionally, we
provide results for the scenario with s = 0 and e = 1000, which involves removing
each document that resulted in being an outlier in every single tree of the forest.

In general, the results exhibit close performance, but notable differences can be
observed, particularly with the all strategy consistently yielding inferior results.
On average, the most favourable outcomes are attained when e = 1000. This
aligns with our expectations; the initial trees are still on an unstable path along
the gradient descent. Consequently, the outlier documents at the initial trees
might significantly differ from those identified by the final model. On the contrary,
when fixing e = 1000 and adjusting s, we can overlook errors in the initial trees
and concentrate on outlier documents identified by the final trees of the ranking
algorithm.

In Figure 4.2, we reported the number of documents removed while varying
the hyperparameters of SOUR. Generally, the number of outliers is notably small,
ranging from approximately 2,000 to a maximum of around 12,000. Maintaining
e = 1000 and adjusting s results in a larger number of document removals. As
discussed earlier, this is primarily attributed to the significant instability of the
initial trees. This instability tends to reduce the intersection among the outlier
sets Oi found in the window i ∈ [s, e]. Hence, as the results in Table 4.3 suggest,
when s is not small, not only a greater quantity but also a greater quality of the
consistent outliers is expected.

Referring to Table 4.3, the optimal outcomes were observed with t = pos,
s = 800, and e = 1000, resulting in the removal of approximately 2,400 documents
from a dataset containing over 26 million instances. This study demonstrates that
removing a limited number of documents suffices to attain statistically significant
improvements. In the subsequent analysis, we maintain e = 1000 and select the
remaining parameters based on the performance observed on the validation set.

Concluding the investigation of the t hyperparameter, Figure 4.3 showcases
the behaviour on the Istella-X validation set for the optimal configurations of
SOUR, denoted in boldface in Table 4.3. This comparison includes the baseline
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Figure 4.2: Number of consistent outlier documents removed by SOUR from
Istella-X dataset when varying s, e and t. Hyperparameters s and e vary with
a step of 100 iterations. Diamonds are the best s values in correspondence to the
highest NDCGs in Table 4.5 for each t.

λLGBM model. Notably, SOUR consistently outperforms the baseline across all
t configurations. Each SOUR variant exhibits a steeper NDCG curve, achieving
superior accuracy even at the earlier stage of the training process. The plot, en-
compassing 100 early stopping iterations, illustrates how SOUR exhibits continued
accuracy improvement as additional trees are utilised compared to λLGBM.

4.6.2 Model-based vs. Data-based Outliers

There are two common methods for detecting outliers, which we refer to as data-
based and model-based. The former consists of finding instances that do not fit
the data distribution; in contrast, the latter strategy is to spot instances that are
hard to classify correctly by a given model. SOUR falls into the second category.
Figure 4.4 shows the effect of Isolation Forest [104] as a method to detect out-
liers. As mentioned before, we implemented a variant named IsoLGBM where an
Isolation Forest is used to remove outliers from the dataset before training the
final λLGBM model. As for SOUR, based on parameter t, we filter out one of
the three consistent outliers sets: positive, negative, or both kinds of consistent
outliers. For the Isolation Forest, we adopted the hyperparameters suggested by
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Figure 4.3: Performance in terms of NDCG@10 achieved by SOUR when varying
t on Istella-X validation set.

the authors [104].
Figure 4.4 shows the performance of IsoLGBM on varying t compared to SOUR

and the λLGBM baseline. The model’s performance is measured in terms of
NDCG@10 on the validation set of Istella-X. The NDCG curves of IsoLGBM
suggest that t = all is the best setting for this strategy, with interesting improve-
ments over λLGBM. However, the performance achieved by SOUR is better than
those of IsoLGBM, thus allowing us to conclude that the proposed model-based
approach is more effective than a data-based strategy based on Isolation Forests.

4.6.3 Data Removal vs. Data Augmentation

Amongst the models introduced in this study, PeerRank [177] is the only learning
algorithm implementing robust training through a data augmentation approach.
This approach enriches the training dataset with synthetic outlier instances, en-
abling the trained algorithm to learn to rank them properly. Consequently, we
present PeerLGBM, our tailored implementation of PeerRank through the Light-
GBM library.

Figure 4.4 shows the performance of PeerLGBM compared to SOUR and the
λLGBM baseline. As illustrated in Figure 4.5, PeerLGBM showcases superior
performance compared to λLGBM, aligning closely with the behaviour observed
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Figure 4.4: Performance in terms of NDCG@10 achieved by IsoLGBM when vary-
ing t on Istella-X validation set.

in SOUR; however, SOUR retains the ability to yield better performance.
However, it is noteworthy that two completely opposing strategies (data re-

moval for SOUR vs. data augmentation for PeerLGBM) yield performances so
closely aligned, while IsoLGBM, which employs the same paradigm of data re-
moval as SOUR, achieves lower performance. We attribute this phenomenon to
the fact that the outlier search in IsoLGBM does not take into account the rank-
ing problem, significantly impacting the quality of the outliers being removed.
Conversely, PeerLGBM implements the PeerLoss function defined in Equation 4.1
directly within a learning algorithm designed for ranking (LambdaRank).

4.6.4 Per Query Class Performance

In this section, we thoroughly investigated the behaviour of SOUR and its com-
petitors in two scenarios, comparing their performance in terms of NDCG@10.
Table 4.4 presents a detailed analysis of the effectiveness of SOUR and its com-
petitors across two distinct sets of queries.

Specifically, we divided the MSLR-30K test set into two classes. The set Qo

includes queries with at least one consistent negative outlier, while the set Qc

contains the remaining “clean” queries without consistent negative outlier. So,
being Qtest the set of the query in the test set Dtest, the clean-queries set is defined
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Figure 4.5: Performance in terms of NDCG@10 achieved by PeerLGBM on
Istella-X validation set.

as Qc = Qtest \Qo.
We used SOUR to compute the consistent negative outlier sets on the MSLR-

30K test set during the training of λLGBM. We computed a set of consistent
negative outliers for different values of the hyperparameter s while keeping fixed
e = 1000. The goal is to measure how the different algorithms improve or worsen
their performance compared to λLGBM on the two different kinds of queries.
Intuitively, an improvement in the queries with outliers Qo and negligible changes
in the remaining queries Qc is expected.

For all algorithms, we use the best configuration reported in Table 4.2, except
for IsoLGBM for which we use the best model trained with t = neg that has 725
trees; to fit the experimental setting that makes use of consistent negative outliers.

The first row of Table 4.4 reports the results on the entire test set Qo ∪ Qc

(intuitively the whole Qtest set), which correspond with the best results reported
in Table 4.2. We observe an interesting behaviour when we vary s to consider
different sets of outliers. All algorithms perform better than λLGBM on the set
Qo. Intuitively, each model deals correctly with outlier documents, and queries
containing them are ranked more accurately. On the other hand, the accuracy over
Qc slightly drops for IsoLGBM and PeerLGBM. This means that these learning
algorithms hinder the performance in the absence of outliers. Indeed, SOUR is
the only algorithm that always improves over Qo and Qc. This confirms what
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was mentioned earlier: the PeerLoss utilised in PeerLGBM deviates the model
too much from the distribution of correct instances; consequently, it tends to
overspecialise on outlier documents.

The last couple of rows of Table 4.4 includes the special case where negative
outliers are computed by looking at the best validation iteration of λLGBM, i.e.,
only at the iteration s = e = 775. Even in this simplified setting, SOUR is the
only one able to improve on both kinds of queries.

Through this analysis, we can conclude that SOUR effectively handles queries
without consistent outliers. Moreover, it stands out as the only learning algorithm
that can maintain its ability to provide effective ranking to queries containing
consistent outliers, outperforming other learning algorithms.

4.6.5 Outliers Effect on Model Weights

To understand the source of the performance improvement provided by SOUR, we
further investigated the score assigned to outlier documents and compared it with
positive and negative documents both in λLGBM and in SOUR. We used the best
hyperparameter reported in Table 4.2 for both models.

Table 4.5 reports the average score of the 30 leaves of the forest that are
reached by the largest number of negative outliers Oneg. Recall that removing
the documents in Oneg from the training set provides the highest effectiveness for
MSLR-30K). Similarly, we collected the same information for the leaves where the
largest number of positive documents in the top-k (Pk) and negative documents
(N) fall.

The results are very interesting and explain why SOUR can achieve such an
increase in effectiveness. We can observe that in both λLGBM and SOUR, the
negative outlier documents, on average, receive scores that are closer to those of
the positive documents rather than the negative ones (see the last table’s row:
avg. 1 − 50). In SOUR, the average score of negative outlier documents slightly
increases, but the gap between positive documents in Pk and negative documents
in N is much larger.

This unexpected phenomenon can be explained by the fact that outlier doc-
uments will always remain outliers, and the model will always struggle to rank
them correctly. However, thanks to SOUR, by removing outlier documents from
the training set, the model is learnt with better weights (in the case of the GBDT-
based model with purer leaves). Consequently, the model can better distinguish
between positive and negative documents (i.e., relevant and non-relevant). In other
words, positive documents that end up in the leaves of a SOUR-trained model re-
ceive a higher score (a stronger upward push to the top positions in the ranking)
than those trained with λLGBM. Conversely, negative documents receive a lower
score (a stronger downward push to the bottom positions in the ranking).
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Table 4.4: Effectiveness breakdown in terms of NDCG@10 (percentage) over Qo

and Qc on the MSLR-30K test set.

s query type |Q∗| λLGBM IsoLGBM PeerLGBM SOUR

Qo ∪Qc 6306 0.5246 0.5244 0.5248 0.5304

0
Qo 3265 0.4555 0.4558 0.4574 0.4623
Qc 3041 0.5988 0.5982 0.5970 0.6036

100
Qo 4306 0.4647 0.4658 0.4669 0.4717
Qc 2000 0.6537 0.6508 0.6493 0.6569

200
Qo 4504 0.4683 0.4697 0.4706 0.4752
Qc 1802 0.6655 0.6614 0.6601 0.6685

300
Qo 4618 0.4710 0.4726 0.4734 0.4779
Qc 1688 0.6712 0.6664 0.6651 0.6740

400
Qo 4690 0.4725 0.4741 0.4749 0.4794
Qc 1616 0.6758 0.6706 0.6694 0.6786

500
Qo 4742 0.4740 0.4755 0.4764 0.4809
Qc 1564 0.6780 0.6728 0.6712 0.6806

600
Qo 4799 0.4756 0.4768 0.4779 0.4822
Qc 1507 0.6809 0.6761 0.6740 0.6841

700
Qo 4851 0.4764 0.4777 0.4787 0.4830
Qc 1455 0.6855 0.6805 0.6783 0.6885

800
Qo 4906 0.4780 0.4792 0.4803 0.4846
Qc 1400 0.6882 0.6832 0.6805 0.6912

900
Qo 4957 0.4794 0.4806 0.4816 0.4859
Qc 1349 0.6908 0.6858 0.6831 0.6940

best
Qo 5051 0.4809 0.4822 0.4833 0.4877
Qc 1255 0.7008 0.6945 0.6917 0.7026

Through this analysis, we can conclude that SOUR does not improve its ability
to detect outliers (which is expected, as SOUR did not see them at training time),
but SOUR has a better capability of distinguishing between positive and negative
documents.
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Figure 4.6: Number of outlier documents per iteration found in each training set
while training with λLGBM and optimising NDCG@10. The results are limited to
those documents found outliers for at least one iteration of the learning process.
The documents are sorted by their outlier classification frequency.
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Table 4.5: Exit leaves average score on MSLR-30K test set at different trees of
the λLGBM and SOUR forests.

λLGBM SOUR
tree Pk Oneg N Pk Oneg N

1 0.038 0.031 -0.022 0.044 0.036 -0.022
10 0.170 0.111 -0.174 0.177 0.144 -0.183
20 0.269 0.176 -0.293 0.283 0.208 -0.366
30 0.284 0.182 -0.413 0.371 0.277 -0.470
40 0.353 0.274 -0.532 0.392 0.315 -0.622
50 0.425 0.197 -0.645 0.437 0.260 -0.663

avg. 1–50 0.257 0.161 -0.358 0.280 0.207 -0.395

4.6.6 Consistent vs. Frequent Outliers

In this section, we analysed if the strict consistent property of consistent outliers
defined in Definition 3 is fundamental or if it is possible to relax our definition
with a frequent version.

To do so, we designed pSOUR, a variant of SOUR that removes frequent outliers
rather than consistent outliers. In detail, the original SOUR algorithm removes
from the dataset, all documents that are consistently outliers in an interval [s, e] of
the training iterations. Instead, pSOUR removes documents found outliers during
the whole training phase with frequency larger than p%, i.e., at least a p% of the
trees during training. Therefore, pSOUR is a less restrictive variant of SOUR as
it does not require documents to be outliers in all the iterations between s and e.

By comparing pSOUR and SOUR, we want to answer whether it is effective to
consider documents that are outliers in all interactions from the s-th to the e-th
or whether it is sufficient to detect frequent outliers.

Figure 4.6 shows for each training iteration which document is considered an
outlier based on λLGBM. For the sake of clarity, in Figure 4.6, we only included the
documents being outliers in at least one iteration. Moreover, the y axis is sorted
by the number of times a document resulted in an outlier during the entire training
process. The hourglass-shaped plots show that the number of outlier documents
is typically reduced iteration after iteration, except for a bunch of documents that
are almost always and consistently considered outliers. Fixing the p parameter of
pSOUR corresponds to tuning how many documents starting from the bottom of
the plots should be removed from the training.

In Table 4.6, we summarise the performance of pSOUR in terms of NDCG@10
on the test set of MSLR-30K. For each value of p in Table 4.6, we collected the
negative frequent outliers Oneg

p , then we removed Oneg
p from the training set, and
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Table 4.6: Effectiveness in terms of NDCG (percentage) achived by pSOUR with
t = neg, on MSLR-30K test set by varying p. The highest value is in bold.

|F | NDCG@10 p |F | NDCG@10 p

676 0.5169 10% 799 0.5274 91%
869 0.5208 20% 836 0.5268 92%
994 0.5226 30% 817 0.5269 93%
865 0.5219 40% 926 0.5278 94%
754 0.5233 50% 839 0.5268 95%
896 0.5258 60% 859 0.5274 96%
964 0.5271 70% 885 0.5276 97%
750 0.5260 80% 976 0.5289 98%
924 0.5279 90% 932 0.5275 99%

SOUR t = neg s = 700 928 0.5304

finally we trained a model. What this analysis shows is that as p increases, the
performance of pSOUR also increases up to p = 90%. With small values of p, the
strategy removes many negative documents, including those documents that are
marked as outliers for a few iterations. Those documents may not be outliers but
rather good negative documents to keep in the dataset; removing them is harmful
to the model. Beyond p = 90%, results are stable, with the best performance
achieved at p = 98%.

Finally, we can see that the highest NDCG value obtained by pSOUR in the
test set (in boldface) is lower than the best performance of SOUR. Thus, although
pSOUR can remove instances that are not useful for training, the SOUR strategy
can produce more effective models. This highlights that removing documents
consistently found as outliers is better than removing frequent outlier documents.

4.6.7 Removing vs. Exploiting Outliers

So far, we observed that consistent outliers are hard to rank correctly; therefore,
we decided to remove them from the training. The following question arises:
could we resort to the curriculum learning technique proposed by Bengio et al.
in [9] to properly exploit those hard instances? According to curriculum learning,
a delayed injection of difficult documents into the training set results in more
accurate models. In this section, we provide an in-depth analysis of the possibility
of exploiting the outliers through a curriculum learning strategy with a delayed
injection of outliers.

To answer this question, we subdivide the consistent negative outliers found in
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Figure 4.7: Performance in terms of NDCG@10 achieved by SOURcurr onMSLR-
30K test set.

different forest stages into five sets: consistent negative outliers that appear only
in the intervals [0, 50], [0, 200], [0, 500], [0, 800] and [0, 900]. During the training
phase, we inject each set in the training set when the number of boosting iterations
exceeds the right end of their interval. We call this strategy SOURcurr.

Figure 4.7 shows the effectiveness in terms of NDCG@10 of the learning al-
gorithms on the MSLR-30K test set. The results show how using a curriculum
learning strategy to gradually learn the hard instances (i.e., the consistent outliers)
does not fit well in this scenario. As a result, the effectiveness of SOURcurr is far
from SOUR and close to λLGBM only on the last iterations. We can not treat
these outliers as instances of different difficulty, but they must be removed entirely
from the beginning of the training phase.

4.6.8 Robustness to Outlier Frequency

In this section, we analyse the behaviour of SOUR and λLGBM on MSLR-30K
dataset with different amounts of outliers. The analysis focuses on testing SOUR
capability to detect and remove outliers during the training phase and how this
affects the effectiveness at the prediction phase, compared to a baseline λLGBM
model trained on the whole synthetically-noised dataset.

In particular, we manually added synthetic outliers in MSLR-30K training
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set and validation set by flipping each document relevance label equal to 0 into a 4
with a probability n = {0.05, 0.075, 0.1}. Let Dn

train and Dn
valid be respectively the

synthetic training set and synthetic validation set, we perform training on Dn
train

and early stopping on Dn
valid. Model evaluation is done on the original test set,

and the results are summarised in Figure 4.8.
Since we introduce synthetic outliers with labels greater than 0, we train SOUR

with t = pos to remove consistent positive outliers. To study the behaviour of
SOUR on different search intervals [s, e], we kept fixed e = 1000 and varied the
value of s from 0 to 900 with a step of 100.

From Figure 4.8, it can be seen that as probability n increases, the gap between
the models trained with SOUR and λLGBM increases. This phenomenon appears
since the first boosting interactions of the learning algorithms. All models trained
with SOUR have superior performance with respect to the baseline. In particular,
SOUR with t = pos, s = 0 and e = 1000, achieves the higler effectiveness. In this
setting, SOUR removes documents detected as outliers in every training iteration,
suggesting that most synthetic outliers are always considered outliers from the
very beginning of the learning process.

Furthermore, due to the presence of synthetic positive outliers, using smaller
[s, e] intervals leads to the removal of good positive documents that are being
pushed below the cutoff k for a sufficient number of iterations.

For the sake of truth, SOUR is not able to detect and remove all the syn-
thetic outliers. In fact, as n increases, both SOUR and λLGBM lose part of their
effectiveness.
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Figure 4.8: Performance in terms of NDCG@10 achieved by SOUR and λLGBM on
MSLR-30K test set, by varying the flipping probability n of changing a relevance
label from 0 to 4 in the training and validation set.
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4.7 Summary

This last section of the Chapter, “Surrender on Outliers and Rank” summarises the
main contribution of this work, its results, and potential future directions starting
from this research.

• Consistent Outliers: In this work, we discovered and defined consistent
positive/negative outliers in Learning to Rank. These outliers are documents
consistently ranked incorrectly during a specific training window.

• Contribution: The main contribution of this work is the design of a new
sample selection strategy named Surrender on Outliers and Rank (SOUR)
for outlier detection and removal of consistent positive/negative outliers
found in multiple iterations of the learning algorithm. SOUR identify and
remove outliers/noise/errors in the training set to ensure higher data quality
for model learning. This strategy ultimately aims to enhance the model’s
effectiveness during the operational phase.

• Main Results: SOUR aims to remove outlier documents from the train-
ing set that can be detrimental to the model learning phase, thus producing
more effective models. Through three publicly available datasets, we demon-
strated how SOUR achieves a statistically significant increase in effectiveness
compared to the state of the art.

• In-Depth Analysis: Through in-depth analyses, we investigated various
aspects of SOUR. We found that incorporating ranking information within
the definition of outliers to look for provides higher data quality and, thus,
more effective models (Section 4.6.2). Removing consistent outliers from the
training set is more effective than using outlier data augmentation strategies.
This is because a data augmentation strategy deviates the model from the
original data distribution it might encounter during the operational phase
(Section 4.6.3). We analysed SOUR ’s behaviour in two queries (with or
without consistent outliers). We observed that models trained by SOUR are
the only ones to achieve both higher effectiveness on instances with outliers
and not to reduce performance on queries with legitimate documents (Sec-
tion 4.6.4). Training with SOUR produces models with cleaner weights (in
this case, purer leaves), significantly impacting the model’s ability to distin-
guish between legitimate positive and negative documents (Section 4.6.5).
We demonstrated the constraint of removing consistent outliers rather than
frequent outliers provides higher effectiveness in the trained model and, thus,
a higher data quality in the training set (Section 4.6.6). We showed that con-
sistent outliers cannot be considered difficult instances to use in a curriculum
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learning setting, but rather, it is better to remove them permanently from
the training set (Section 4.6.7). Lastly, we demonstrated how SOUR is more
robust than the baselines in the presence of strongly noised training set sce-
narios (Section 4.6.8).

4.7.1 Future Work

Building upon the insights gained from SOUR, potential future work could revolve
around enhancing and refining the existing approach. Here are some directions for
future research:

• Integrating Domain Knowledge: It would be worth exploring new meth-
ods to integrate a finer domain-specific knowledge into SOUR. More knowl-
edge could lead to more refined outlier identification, aligning better with the
specific context or objectives of the application, e.g., enriching the definition
of consistent outliers with documents’ predicted score and feature vector.

• Algorithm Combination: An interesting direction is to exploit the out-
liers removal part of SOUR as a data-cleaning strategy for various learning
algorithms. For example, combining SOUR with PeerLGBM to remove doc-
uments that the model consistently fails to rank correctly, then train models
robust to other types of noise on a consistent-outliers free training set.

• In Training SOUR: Another direction for this research involves dynamic
identification and removal of consistent outliers during the training process.
This approach could enhance SOUR’s efficiency by circumventing the need
for model retraining on clean data.

• Adaptive Hyperparameter: Develop techniques to dynamically adapt
the hyperparameters of SOUR during the training process. An adaptive
approach could ensure optimal outlier removal and improve the efficiency of
the training process.

• SOUR for Other Tasks: Extend the application of SOUR to tasks beyond
learning to rank. Investigate how the concepts and methodologies in SOUR
can be adapted and applied to outlier detection in different domains, such
as classification or regression tasks.

• Outlier Visualisation and Interpretability: Develop techniques to visu-
alise and interpret the outliers identified by SOUR. Providing clear and inter-
pretable insights into the nature and impact of outliers can aid practitioners
in understanding the model’s behaviour and making informed decisions.



Chapter 5

On the Effect of Low-Ranked
Documents

In this Chapter, we illustrate the work titled “On the Effect of Low-Ranked Docu-
ments: A New Sampling Function for Selective Gradient Boosting”, in proceedings
as a full paper at the SAC ’23: The 2023 ACM SIGAPP Symposium on Applied
Computing. Further details can be found in the reference [110].

As mentioned in Section 3.2, the primary application of Learning to Rank is
in Web Search, where, given a user query, the model returns a list of documents
ordered by relevance to the query. The LtR algorithms aim to optimise a ranking
metric such as NDCG or ERR by assigning scores to each query-document vector
based on their relevance by training on gold standard datasets. These datasets
contain up to thousands of queries and millions of documents. They aim to provide
the learning algorithm with positive documents of different relevance grades and
negative documents non-relevant to the user’s needs. However, not all documents
within these datasets are useful examples, and including them in the training
set can compromise the learning phase and the generalisation of the resulting
model. Moreover, large training sets increase training time, a significant concern
in contexts like online learning.

Current research trends in Learning to Rank are predominantly focused on im-
proving model effectiveness by refining objective functions to better approximate
ranking metrics or designing more efficient models through cache-aware algorithms
and model-pruning strategies. However, limited attention has been given to im-
proving the quality of the training set, and in particular, to understanding which
documents are useful during the learning phase. Document selection strategies to
enhance model effectiveness remain underexplored.

To address this gap, the main contribution of this work lies in the definition of a
new document selection strategy called High Low Sampl, for Selective Gradient
Boosting (SelGB) framework. SelGB is a framework that makes use of GBDTs to
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generate decision tree forests to solve LtR tasks. This framework uses a document
selection strategy called Sel Sampl to select the most informative negative doc-
uments from the training set to learn models from a smaller but more informative
subset of examples.

Our newly devised selection strategy focuses on selecting a percentage of doc-
uments likely to be misranked by the model and a percentage of documents that
the model ranks perfectly. So, it extracts only the most useful documents from the
training set to achieve a higher data quality and a faster training process due to
a smaller training set size. This strategy is crucial in minimising the probability
of misranking between positive and negative documents and preventing the model
from overfitting difficult examples while allowing generalisation over simpler ones.

In detail, we designed High Low Sampl, a new document selection strategy
built on top of SelGB framework, but easily adaptable to other learning algo-
rithms. This strategy allows SelGB to select from the training set: i) all the
positive documents. ii) the most informative negative documents, i.e., the non-
relevant documents ranked highest in the ranking, to highlight the differences
between the positive ones. iii) the less informative negative documents, i.e., the
non-relevant documents ranked lowest in the ranking, to avoid the model from
overfitting on difficult examples and achieving poor generalisation on unseen doc-
uments. We perform an extensive experimental evaluation to show that SelGB
combined with our High Low Sampl outperforms its previous version and the
baseline LambdaMART algorithm. Moreover, we prove how SelGB equipped with
High Low Sampl obtains a speed-up in the training process compared to Lamb-
daMART without compromising the model effectiveness. We show how the lowest-
ranked negative documents selected by High Low Sampl allow the models to
achieve a higher stability and a lower variance. Finally, the reduction in train-
ing time further underscores the practical benefits of our approach in large-scale
applications, especially in scenarios like online learning where efficiency is crucial.

The remainder of this Chapter is structured as follows: Section 5.1 delves into
the related work pertinent to this study. Section 5.2 introduces Selective Gra-
dient Boosting, the framework for which our new selection strategy has been de-
signed. Moreover, in Section 5.3, we present our novel document selection strategy
named High Low Sampl, developed for the Selective Gradient Boosting frame-
work. Section 5.4 defines the experimental setup and the baselines employed for
comparison. Furthermore, Section 5.5 provides the primary outcomes of our re-
search, focusing on performance improvement in terms of NDCG (effectiveness)
and training time duration (efficiency). Section 5.6 provides an in-depth analysis
conducted to gain a comprehensive understanding of the capabilities of Selective
Gradient Boosting when equipped with our selection strategy High Low Sampl.
Finally, Section 5.7 encapsulates the Chapter’s content and outlines potential fu-
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ture research directions.

5.1 Related Work: Sampling Strategies

As mentioned earlier, this work is an improvement over the work proposed by
Lucchese et al. in [115]. Their work introduced a framework called SelGB,
based on the gradient-boosted algorithm. It can be considered state-of-the-art
in LtR algorithms for the re-ranking stage of the IR pipeline in a highly unbal-
anced scenario. SelGB implements a dynamic document selection strategy called
Sel Sampl that, at each stage of the gradient boosting, aims to deal with highly
unbalanced datasets. Since this algorithm is strictly related to our contribution,
we provide a detailed introduction in the subsequent section. Note that SelGB uses
GBDTs, so the related work in this Chapter mainly focuses on learning algorithms
that employ them.

Gradient One-Sided Sampling (GOSS) is a technique utilised in Gradient Boost-
ing to enhance the efficiency of the gradient-boosting model by reducing computa-
tional costs and memory consumption during the training phase. This is achieved
by selectively subsampling the documents in the dataset, focusing on those with
larger gradients, as they contribute more to the learning process. GOSS operates
in two stages: first, it identifies and retains documents with gradients exceeding
a predefined threshold, ensuring crucial data points are not discarded. Subse-
quently, it randomly samples a portion of the remaining documents with smaller
gradients, effectively preserving the overall data distribution. This two-stage ap-
proach allows the model to be trained on a reduced dataset while preserving the
informative documents crucial for accurate model training. These two steps allow
GOSS to facilitate expedited training, making gradient boosting more scalable and
efficient for handling massive datasets.

Another well-known strategy is Stochastic Gradient Boosting (SGB) [70]. SGB
is a prominent machine learning technique widely employed in predictive modelling
and regression tasks. It can be considered as a combination of Random Forest
(Section 2.2.1) and Gradient Boosting Decision Trees (Section 2.2.2). As GBDT,
Stochastic Gradient Boosting iteratively constructs an ensemble comprising mul-
tiple weak learners, typically decision trees, through an adaptive boosting process.
Each tree is trained to predict the residual errors of the previous tree, refining
the overall prediction with each subsequent iteration. What sets SGB apart from
GBDT is the utilisation of stochasticity for both features and training instances
sampling. In the sampling stage, a random subset of the training data is chosen for
training each tree, introducing diversity into the models and reducing overfitting
risks. Moreover, a random subset of features is considered for determining the best
split at each tree node. This stochasticity enhances the model’s robustness and
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generalisation by reducing the correlation between trees and allowing for improved
feature space exploration.

It is worth mentioning that Lucchese et al. in [115] has widely proven SelGB
to be more effective than related sampling strategies such as GOSS and SGB.

Different works propose selection strategies that statically pick a set of infor-
mative documents to feed the training process [5, 86]. Among these selection
strategies, there are undersampling techniques that play a vital role in addressing
class unbalance issues within training datasets, especially in large-scale LtR appli-
cations, where the number of relevant and non-relevant instances can significantly
differ. Undersampling techniques aim to mitigate this unbalance by reducing the
number of instances from the overrepresented class (often non-relevant instances).
This rebalancing enhances the model’s ability to learn from both classes more
equitably, resulting in a more accurate and unbiased prediction.

Finally, negative sampling is now a common data augmentation approach for
improving the robustness [107], for dealing with scarcity of negative examples
[171], or for managing unlabelled instances in a semi-supervised scenario [47], and
many other tasks. This is not the case in this work as we do not propose a data
generation method but a novel strategy to select existing non-relevant documents
among the pool of available examples in the given dataset.

5.2 Selective Gradient Boosting

Selective Gradient Boosting (SelGB) is a framework developed by Lucchese et al.
[115] to learn effective models from a highly unbalanced training set in the LtR
re-ranking stage. SelGB implements a dynamic document selection strategy called
Sel Sampl that, at each iteration of gradient boosting, is aimed at dealing with
highly unbalanced datasets. Only the positive and the currently highest-ranked
negative documents are considered for growing the next trees of the gradient-
boosted forest. The authors showed how this selection strategy selects only useful
examples from a very unbalanced set of documents (with a prevalence of negative
examples), resulting in more effective models and reduced training time due to a
reduced number of documents being processed.

To better position our contribution within this context, we must distinguish
the SelGB framework from its selection strategy, denoted as Sel Sampl. In Al-
gorithm 4, we present the pseudo-code for the Selective Gradient Boosting frame-
work, utilising a generic selection strategy referred to as sampl. The function
nextGradientBoostedDecisionTreeIteration trains and adds the next
gradient-boosted decision trees to a given ensemble.

The algorithm takes as input a training set D, the maximum size of the en-
semble N , the hyperparameter n that manages the number of learning algorithm
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iterations between two calls of the selection strategy, and the selection strategy
samp that perform the selection of a subset of the candidates documents Di for
each query qi. The algorithm iterates over a fixed number of iterations N and,
after every n iterations, creates a new training set D∗ through the document selec-
tion function samp given as input (line 13). The new dataset D∗ is used to train
the model in subsequent n iterations (line 14).

From the above, it can be deduced that the core of SelGB is the document
selection function; different selection faction provides completely different effective
learned models.

The selection function Sel Sampl takes as input the training set D, the en-
semble Fm, learnt until iterationm, and the values of the hyperparameter p ∈ [0, 1].
Given a query qi ∈ D and its set of candidates documents Di, let D

−
i ⊆ Di the set

of negative (non-relevant) documents in the candidate set and D+
i ⊆ Di the set

of positive (relevant) documents in the candidates set, where Di = D+
i ∪D−

i and
D+

i ∩ D−
i = ∅. For every query qi, Sel Sampl creates a new set of candidates

document D∗
i by selecting all the documents within the positive set D+

i and by
selecting from D−

i the p% · |D−
i | documents with the highest score estimated by

the current model Fm. As a result, the final cardinality of the newly candidate set
D∗

i for the query qi is |D∗
i | = |D+

i |+ p · |D−
i |.

Finally, by combining all the D∗
i , the new training set D∗ contains only the

documents
⋃

qi∈D D∗
i . The newly created training set D∗ is used to perform the

subsequent n iterations of the learning algorithm, and then a new selection of
documents is performed.

The p% of the highest-ranked negative documents selected by Sel Sampl are
the most informative negative examples [115]. These documents possess the high-
est scores among negative documents, placing them closer to positive documents
than closer to the top-k positions in the ranking, which are more attractive to
users. As a result, these documents are essential examples for learning effective
rankers that push these documents away from the top positions and from the
positive documents. On the other hand, the remaining (1− p)% of negative doc-
uments have lower scores, making them relatively “easier” for the model to rank.
Hence, Sel Sampl discards them from the training set as they are not informative
enough.

Finally, the pseudo-code in Algorithm 4 is designed to work on GBDTs but can
be easily generalised to handle other learning algorithms. Therefore, any learning
algorithm that processes instances iteratively during the training phase can be
applied (e.g., boosting iteration in GBDTs and epoch in NNs).
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Algorithm 4 Selective Gradient Boosting

1: function SelectiveGradientBoosting(D, N , n, sampl)
2: Input
3: D : training dataset
4: N : ensemble size
5: n : # iterations between consecutive selection steps
6: sampl : document selection strategy

7: Output
8: FN : trained ensemble

9: F0 ← ∅
10: D∗ ← D
11: for m = 1 to N do
12: if (m mod n) = 0 then
13: D∗ ← sampl(D, Fm)

14: Fm ← nextGradientBoostedDecisionTreeIteration(Fm−1,D∗)

15: return Fm

5.3 Contribution: A New Sampling Function

To prove the performance of SelGB framework and Sel Sampl selection strategy,
Lucchese et al. released alongside SelGB the Istella-X dataset; the most exten-
sive public LtR dataset ever released in terms of the number of documents per
query, with 99.83% negative examples. However, as we show in the experimental
section, the algorithm does not bring significant improvements in smaller and less
negatively unbalanced datasets like MSLR-30K, or it may even perform worse
than well-known baselines like LambdaMART as in more positively unbalanced
datasets like Yahoo! Set 1.

In this work, we designed a new document selection strategy that overcomes
the limitation of Sel Sampl by improving the selection of the most informative
negative documents to learn more effective models from smaller and higher-quality
training sets. The main contribution of this work is the definition of a new doc-
ument selection function called High Low Sampl that can be given as input
to SelGB. High Low Sampl shares many similarities with Sel Sampl, but de-
spite the last, it does not discard all the lowest-scored (lowest-ranked) negative
examples. Our document selection function takes as input the training set D, the
ensemble Fm, learnt until iteration m, and the values of the two hyperparameters
p1 ∈ [0, 1] and p2 ∈ [0, (1− p1)).

In detail, for each query, qi High Low Sampl creates D∗
i by selecting from

Di all the positive examples in D+
i and a subset of the negative examples in D−

i .



5.3. CONTRIBUTION: A NEW SAMPLING FUNCTION 79

The main difference with Sel Sampl is how the negative examples are selected
from D−

i . Sel Sampl selects from D−
i the p · |D−

i | examples with the highest
score estimated by the current model Fm. Instead High Low Sampl selects the
p1 · |D−

i | examples with the highest score and the p2 · |D−
i | examples with the

lowest score. Even in this case, the current model Fm estimates the score for
each candidate document. Trivially, if p1 = p and p2 = 0%, the two selection
strategies, High Low Sampl and Sel Sampl, coincide. The final cardinality of
the subset D∗

i is |D∗
i | = |D+

i |+(p1+ p2) · |D−
i |. Figure 5.1 graphically depicts how

High Low Sampl creates the new set of candidates document D∗
i for a query qi.

Finally, each D∗
i set is combined to obtain the new training set D∗ for the

subsequent n iterations.

original
query

positive
examples

low-ranked
negative examples

new
 query

high-ranked
negative examples

Figure 5.1: The figure shows how High Low Sampl composes the new set of
candidates document D∗ for the query q. Given the set D ordered in descending
order of (relevance label, predicted score), High Low Sampl selects fromD three
document classes: the positive examples (in green), the highest-ranked negative
examples (in blue), and the lowest-ranked negative examples (in red).

Sel Sampl selects the highest-ranked negative examples to enhance the dis-
crimination between relevant and non-relevant documents and to minimise mis-
ranking risk. Nevertheless, avoiding the model to see the lowest-ranked nega-
tive documents during training can lead to overfitting the highest-ranked neg-
ative documents and lead to models with reduced generalisation capability. In
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High Low Sampl, we extended this idea by introducing negative documents
with the lowest scores to balance the attention of the learning algorithm and pre-
vent it from focusing only on the highest-ranked documents.

5.4 Experimental Setup

We performed our experiments on the three publicly available datasets Istella-
X, MSLR-30K, and Yahoo! Set 1 summarised for the sake of simplicity in
Table 5.1. For each dataset, documents are labelled with graded relevance labels
ranging from 0 to 4, where 0 refers to negative documents and a value greater than
1 refers to positive documents. All datasets have a different percentage of negative
examples: Istella-X with 99.81% out of 26,791,447, MSLR-30K with 51.47%
out of 3,771,125 and Yahoo! Set 1 with 26.09% out of 709,877.

Table 5.1: Datasets properties.

Dataset #queries #doc. query len. %non-rel.

Istella-X 10,000 26,791,447 2,679.14 99.83
Yahoo! Set 1 29,921 709,877 23.73 26.09
MSLR-30K 31,531 3,771,125 119.60 51.47

5.4.1 Baselines and Implementation

In the experimental phase, we conducted a comparative analysis of the effective-
ness of SelGB equipped with our document selection strategy High Low Sampl
against two distinct models: the baseline LambdaMART and the original defi-
nition of the SelGB framework that makes use of Sel Sampl selection strategy.
The implementation of SelGBHL is available on GitHub1

Below, we outline the implementation specifics for each of these algorithms.
Note that all the algorithms were developed using the open-source LightGBM
library [93].

• LambdaMART: This implementation adheres faithfully to the LambdaMART
algorithm as presented in the original publication [27], but incorporating gra-
dient normalisation as designed in the LightGBM library.

• SelGBS: This is an implementation of the Selective Gradient Boosting
framework exactly as proposed in [115]; i.e., the one using Sel Sampl.

1https://github.com/FedericoMarcuzzi/On-the-Effect-of-Low-Ranked-Documents

https://github.com/FedericoMarcuzzi/On-the-Effect-of-Low-Ranked-Documents
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• SelGBHL: This implementation represents SelGB enhanced with our doc-
ument selection strategy High Low Sampl.

We applied the gradient normalisation implemented in the LightGBM library
for all the learning strategies. Gradient normalisation is crucial for normalising
lambdas across various queries, thereby enhancing performance for unbalanced
data. It’s worth noting that in the original work by Lucchese et al., gradient
normalisation was not used. Consequently, the performances reported in this study
differ from those presented in [115].

5.5 Main Results

This work aims to design a new document selection strategy for SelGB to construct
higher-quality training sets, aiming for more effective models in the operational
phase. However, this work’s contribution extends to enhancing the efficiency of the
training process for these more effective models. Consequently, the main results
of this work are divided into two sections: the effectiveness of the models during
the operational phase and the efficiency during the training phase.

In the experiments, we compare our solution SelGBHL (i.e., SelGB equipped
with our selection strategy, High Low Sampl) with the baseline LambdaRank,
and the state-of-the-art SelGBS (i.e., the original SelGB equipped with the se-
lection strategy, Sel Sampl).

5.5.1 Effectiveness

Table 5.2 summarises the performance in terms of NDCG@10 achieved by each
learning algorithm on the dataset test set splits. The optimal hyperparameters
were selected through model selection based on the models’ performance attained
on the validation sets. A detailed analysis of the selection of the best hyperparam-
eters p for Sel Sampl and p1 and p2 for High Low Sampl is in Section 5.6.1.
Additionally, to demonstrate that the higher quality of the training set produced
by our selection strategy leads to more effective models even in the initial learning
iterations, we also included NDCG@10 values obtained on the test set after 150,
350, and 550 iterations. The term “Full” refers to the best number of trees in which
the training concluded due to the early stopping criterion; this value may vary for
each model. Note that where the value N/A is reported, the training terminated
early, resulting in an ensemble size smaller than the number of trees reported in
the table.

We used a Fisher’s randomisation test [65] with a one-sided p-value (p = 0.01)
to measure the statistical significance improvement, brought byHigh Low Sampl
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Table 5.2: Effectiveness in terms of NDCG (percentage). Statistically significant
improvements w.r.t. SelGBHL according to Fisher’s randomisation test [65] (with
a one-sided p-value) are marked with bold ∗∗ (p = 0.01).

Algorithm
|F |

150 350 550 Full

MSLR-30K
LambdaMART 50.38 ∗∗ 51.86 ∗∗ 52.31 ∗∗ 52.46 ∗∗

SelGBS, p = 40% 50.89 51.97 52.31 ∗∗ 52.62 ∗∗

SelGBHL, p1 = 20%, p2 = 40% 50.98 52.09 52.59 52.97

Yahoo! Set 1
LambdaMART 78.04 ∗∗ 78.89 79.29 79.46 ∗∗

SelGBS, p = 30% 78.19 78.92 79.15 ∗∗ 79.37 ∗∗

SelGBHL, p1 = 40% p2 = 30% 78.29 78.96 79.25 79.58

Istella-X
LambdaMART 75.01 ∗∗ 76.64 ∗∗ 77.22 77.23 ∗∗

SelGBS, p = 1% 77.32 78.58 N/A 78.65
SelGBHL, p1 = 1% p2 = 2% 77.15 78.39 N/A 78.47

to SelGB compared to the competitors. In Table 5.2, when SelGBHL achieves sta-
tistically superior performance to a competitor, we denote it with bold ∗∗ alongside
the performance of the weaker model.

The results reveal that the dataset characteristics heavily influence the effect
of the employed selection strategies. Indeed, we observe distinct behaviours for
each of the three datasets used. Let’s examine the conclusions that can be drawn
for each dataset individually.

In MSLR-30K, the model trained with our approach, SelGBHL with p1 =
20% and p2 = 40%, emerges as the overall best model, showcasing a statisti-
cally significant improvement over both the baseline LambdaMART and SelGBS.
SelGBHL proves to be statistically superior to LambdaMART in all ensemble sizes
reported in table 5.2 and also outperforms SelGBS in the final part of the training
process. It is worth noting that it never achieved an inferior performance to the
two competitors. In this dataset, SelGBS is the second-best, consistently achiev-
ing performance equal to or better than the baseline LambdaMART. Therefore,
selecting only the highest-ranked negative documents did not lead SelGBS to
overfitting on MSLR-30K; however, this definitely resulted in the loss of useful
information. In fact, SelGBHL, which leverages both the highest and the lowest-
ranked negative documents, was able to attain superior performance. Additionally,
SelGBHL includes 40% of the lowest-ranked negative documents and only 20%
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of the highest-ranked ones, in contrast to SelGBS, which includes 40% of the
highest-ranked negative documents. This highlights that SelGBHL can achieve
the highest effectiveness by prioritising the lowest-ranked negative documents over
the highest-ranked ones.

For the Yahoo! Set 1 dataset, the results are slightly different. Once again,
SelGBHL is the superior model, demonstrating statistically significant improve-
ments over its competitors. As concern for SelGBS, in the latter part of the
training, it loses the advantage initially achieved over LambdaMART. This under-
scores that in a positively unbalanced dataset like Yahoo! Set 1, where negative
documents constitute only 26.09% of the dataset, leveraging information from the
lowest-ranked negative documents is essential to train effective models.

Finally, we observe different results also on the Istella-X dataset. In this
scenario, both SelGBHL and SelGBS exhibit the most evident statistically sig-
nificant increments compared to the baseline LambdaMART. However, there’s no
statistical evidence to assert that SelGBHL is superior to SelGBS, and vice versa.
Given that Istella-X comprises 99.83% negative documents, even if only the 1%
of the highest-ranked negative documents is selected, the set of negative documents
is still consistently more prominent than the 0.17% of positive documents. Con-
sequently, this sample of highest-ranked negative documents is sufficiently larger
to encapsulate all the necessary information to distinguish between positive and
negative documents, including the lowest ones. Additional negative documents in
the training set do not yield statistically better results.

We can conclude from these results that using High Low Sampl as the se-
lection strategy allows for creating training sets of higher quality compared to
Sel Sampl. Specifically, it enables achieving better performance in positively
unbalanced datasets (such as Yahoo! Set 1) or balanced datasets (like MSLR-
30K). However, it does not yield improvements, compared to the state of the art, in
strongly negatively unbalanced datasets (like Istella-X), delivering performance
comparable to Sel Sampl.

5.5.2 Efficiency

In this section, we assessed the models’ performance in terms of training efficiency,
where a more efficient training phase leads to reduced training time. To conduct
this experiment, we utilised a machine equipped with an Intel(R) Xeon(R) Sil-
ver 4110 CPU @ 2.10GHz and an operating system Ubuntu 20.04.4 LTS. The
experiments were executed without parallelisation in a single thread.

The results presented in Table 5.3 represent the training times required to train
the best models identified through model selection on the validation set concerning
models’ effectiveness. The specific hyperparameters yielding the best performance
are referred to as best, which can be found in Table 5.2.
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Table 5.3: Efficiency in terms of training time (milliseconds). The label best means
the hyperparameters found through model selection with respect to effectiveness.

Algorithm
Dataset

Istella-X MSLR-30K Yahoo! Set 1

training time per tree
LambdaMART 13.2 sec 2.8 sec 1.8 sec
SelGBS, best 3.7 sec 2.2 sec 1.6 sec
SelGBHL, best 3.9 sec 2.3 sec 1.6 sec

total training time
LambdaMART 128.7 min 35.7 min 21.3 min
SelGBS, best 25.3 min 30.0 min 18.3 min
SelGBHL, best 28.5 min 34.3 min 22.7 min

percentage of training set
LambdaMART 100.0% 100.0% 100.0%
SelGBS, best 1.1% 58.4% 81.6%
SelGBHL, best 3.1% 79.0% 91.2%

Each model used for the result in Table 5.3 has a different number of trees at
which the training process terminates. Therefore, alongside the total training time
for each model, we provide the time spent to train a single tree (training time per
tree). This result allows us to understand the actual impact of the training set
size on the training time. Lastly, Table 5.3 also displays the size of the training
set used to train the respective model.

Note that we can fairly compare the efficiency of LambdaMART with SelGBHL

and SelGBS since the cost of executing the selection strategy is negligible and
can be ignored. The reason for this is that the asymptotic complexity of both
High Low Sampl and Sel Sampl is O(n log n), where n is the number of neg-
ative documents within the query. In detail, the selection strategies’ cost lies in
the sorting algorithm used to rank the negative documents to retrieve the lowest-
ranked and highest-ranked negative documents. However, this cost can be amor-
tised since, at each iteration of the learning algorithm, the algorithm orders the
examples to evaluate the model’s performance. Consequently, High Low Sampl
and Sel Sampl have no overhead on the training time. Moreover, due to the
lower number of documents being processed at training time, with the same num-
ber of iterations, the cost of training SelGBS and SelGBHL is theoretically less
than or equal to that of LambdaMART.

The training times reported in Table 5.3 demonstrate that, in general, both
SelGBHL and SelGBS are more efficient than LambdaMART as they operate
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on smaller training sets. However, SelGBHL tends to be slightly slower than
SelGBS due to the additional cost of processing the lowest-ranked negative ex-
amples. Nevertheless, this cost is relatively small, especially considering the sig-
nificant improvement in model effectiveness. Consequently, we can assert that the
proposed selection strategy enables statistically superior performance in terms of
effectiveness compared to the state of the art (i.e., SelGBS) while maintaining
comparable efficiency. Moreover, it is consistently more efficient and effective than
the baseline (i.e., LambdaMART).

Note that there are minor discrepancies where LambdaMART takes less time
to train than the other two strategies. This discrepancy arises from the different
termination points of the training process. Since early stopping on the validation
set was used as the training stopping criterion, it is possible that the training with
LambdaMART terminated earlier than those of SelGBS or SelGBHL, resulting
in a lower total training time even though it used the entire training set. More-
over, the training times per tree show that SelGBHL and SelGBS strategies are
consistently faster in training a single tree, confirming this motivation.

In conclusion, we can infer that the reduction in training time is not directly
proportional to the size of the training set. For instance, when examining the
performance on Istella-X where LambdaMART utilises 100% of the training set
and SelGBS only 1%, the reduction in training time is not a factor of 100 but
rather approximately a factor of 5.

5.6 In-Depth Analysis

The in-depth analysis we conducted is divided into understanding the effect of the
hyperparameter p of Sel Sampl used in SelGBS and two hyperparameters p1
and p2 of High Low Sampl used in SelGBHL. Finally, we thoroughly examined
the effect of the lowest-ranked negative documents on the model, understanding
why their inclusion leads to increased model effectiveness. These detailed analyses
were entirely conducted on the MSLR-30K dataset.

5.6.1 Hyperparameter Analysis

In this section, we detail the effect of the selection strategies Sel Sampl and
High Low Sampl by varying the values of their hyperparameters.

Each model is trained with up to 1,000 trees, using early stopping criteria based
on the model’s performance on the validation set. In the extensive study conducted
by Lucchese et al. [115], they proved that the best value for the Sel Sampl’s hy-
perparameter n is 1. For this reason, we kept hyperparameter n = 1 for both
SelGBS and SelGBHL also in this work. With this preliminary setting, we
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Figure 5.2: Performance in terms of NDCG@10 achieved by SelGBS when varying
hyperparameter p on MSLR-30K validation set

performed hyperparameter tuning on the remaining selection strategy hyperpa-
rameters, selecting the best models through model selection on the validation sets.

Firstly, we analysed the behaviour of SelGBS by varying the hyperparameter
p of Sel Sampl. Figure 5.2 displays the NDCG@10 over training for each model
learned by SelGBS on the MSLR-30K validation set as we varied the parameter
p. For completeness, the figure also includes the LambdaMART baseline.

As depicted in Figure 5.2, the performance of SelGBS deteriorates as p de-
creases, indicating that an overly aggressive removal of negative examples com-
promises the model’s performance. Consequently, SelGBS is unable to enhance
the NDCG@10 performance compared to the baseline on the MSLR-30K dataset.
This behaviour is also observed in the Yahoo! Set 1 dataset. Conversely, the
performances on Istella-X align with those reported in the original work [115],
where the best performance is achieved for very small values of p.

Subsequently, we analysed the effect of the hyperparameters p1 and p2 used in
our selection strategy SelGBHL. In order to find the best values for the hyperpa-
rameters p1 and p2 and avoid an exhaustive quadratic grid search, we started the
analysis by selecting the best three p values from the hyperparameter tuning of
SelGBS as candidate best values for hyperparameter p1 of High Low Sampl.
Specifically, the chosen p1 values are 20%, 30%, and 40% for MSLR-30K and
Yahoo! Set 1, and 0.25%, 0.5%, and 1.0% for Istella-X. We then fine-tuned
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Figure 5.3: Performance in terms of NDCG@10 achieved by SelGBHL with p1 =
20%, when varying hyperparameter p2 on MSLR-30K validation set

the value of p2 for each candidate p1.
In Figure 5.3, we illustrated the performance of SelGBHL by varying p2 while

keeping the hyperparameter p1 fixed at 20%. Even in this case, the figure includes
the LambdaMART baseline. For clarity, Figure 5.3 only displays models that
achieve NDCG@10 higher than LambdaMART on the validation set. Through
the model selection on the validation set, we discovered that p1 = 20% is the
optimal value among the three p1 values tested on MSLR-30K. As concerns the
other datasets, the best values for the hyperparameters p1 and p2 are the ones
reported in table 5.2.

In Figure 5.3, it is evident that, unlike the case with SelGBS, models trained
with SelGBHL consistently attain superior NDCG@10 performance throughout
the training phase compared to LambdaMART. These findings confirm that in-
cluding the lowest-ranked negative examples is crucial for training effective models.

Furthermore, Figure 5.3 highlights how High Low Sampl improves the mod-
els’ effectiveness even in the early training iterations. This further validates the
impact that High Low Sampl has on efficiency during the training phase. For
instance, the model trained with p2 = 40% achieves the same performance as
LambdaMART, but with 600 trees instead of 800, saving 200 iterations. Alterna-
tively, a more aggressive pruning of the training set can be applied, for example,
with p2 = 3% or 10% to achieve similar performance to LambdaMART while sig-
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nificantly reducing the size of the training set and, consequently, a significative
reduction of the training time.

5.6.2 The Impact of the Lowest Ranked Documents

In this last segment of the experimental section, we conducted a thorough anal-
ysis to evaluate the influence of the lowest-ranked negative examples on model
predictions. This analysis aimed to underline why High Low Sampl is superior
to Sel Sampl. Specifically, we sought to emphasise how disregarding the lowest-
ranked negative examples can detrimentally affect the model’s effectiveness.

We carried out this examination on models trained using both SelGBS and
SelGBHL, clearly demonstrating that the models trained with SelGBHL are more
stable and effective due to the inclusion of the lowest-ranked negative examples.

To accomplish this, we selected a subset of queries from the MSLR-30K train-
ing set and observed how documents’ ranks vary after each tree in both SelGBS

and SelGBHL. We used the best hyperparameters identified through model selec-
tion, as detailed in Table 5.2; specifically, p = 40% for Sel Sampl and p1 = 20%
and p2 = 40% for High Low Sampl. Figure 5.4 depicts the result of this analysis
for one specific query (query ID: 1349), but we highlight that the same behaviour
was observed in all queries in the sample.

Figure 5.4 shows with a colour the label of the document ranked at the i-th
position (on the x axis) after the t-th tree of the forest (on the y axis). The
green colour represents positive documents (i.e., documents with a relevance label
greater than 0). For the sake of simplicity, we sampled only queries where positive
documents have the same relevance label. The red colour stands for those docu-
ments that are consistently scored the lowest, i.e., those that occur in the bottom
p2 portion of the rank positions after each of the 1,000 trees. We computed this
set for SelGBHL (on the right-hand side), and we report their rank positions
also for SelGBS (left-hand side). We denote this set with D−∩

HL. The light grey
colour is used for the remaining non-relevant documents. The width of each rank
position is proportional to the logarithmic discount factor of NDCG to highlight
the top-ranked positions that contribute the most to the ranking quality.

There are several interesting insights we can provide with this fine-grained
analysis (see Figure 5.4).

• i) the documents within the set D−∩
HL are roughly the same across boosting

iterations. This might be expected from its definition. In fact, after 1,000
trees, D−∩

HL always cover the 50% of the lowest p2 portion of the ranking.
Computing the same statistic on SelGBS leads to a poor 10%, and just
15% at iteration 66.
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Figure 5.4: Document rankings (x axis) at each boosting iteration (y axis) for
both SelGBS (left) and SelGBHL (right) for query 1349 sampled from MSLR-
30K training set. The rank position widths are proportional to the logarithmic
discount factor of NDCG. In green colour are query documents with relevance > 0.
In red colour are documents consistently scored low by High Low Sampl in
1,000 boosting iterations. The remaining non-relevant documents are in light grey
colour.

• ii) the negative examples in D−∩
HL have a very stable rank in SelGBHL (red

squares, right-hand side), but the same documents have a cluttered behaviour
during the training with SelGBS (red squares, left-hand side).
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• iii) also positive examples not placed in the top-k position (rightmost green
traces) have a very stable behaviour in SelGBHL (right chart); this does
not hold for SelGBS (left chart), where their ranking varies significantly,
tree after tree.

• iv) in SelGBHL, some positive examples require a few more iterations to
reach the top-k position of the list, but in the end, they reach higher positions
than in SelGBS. As a result, equipping Selective Gradient Boosting with
the proposed selection strategy High Low Sampl produces more effective
models.

All of the above confirms that the ranking provided by SelGBHL is of higher
accuracy than SelGBS. Some of the reasons for this accuracy might be found in
the stability provided by the lowest-ranked negative document. The set of lowest-
ranked negative documents provides the model with interesting information about
the training process that translated into higher stability, reduced variance, and
the opportunity to better refine the predicted document scores.
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5.7 Summary

In this section, we provide a comprehensive overview of the main results and
contributions of the study introduced in this Chapter titled “On the Effect of Low-
Ranked Documents”. The summary delves into the implications of the proposed
High Low Sampl selection strategy within the SelGB framework.

• Selective Gradient Boosting: The framework SelGB utilises GBDTs to
generate decision tree forests for solving the learning-to-rank task. Every
n iterations round, it employs a selection strategy, Sel Sampl, to select
from the training set D all the positive documents and the p percentage of
the highest-ranked negative examples (the most informative ones) to create
a higher qualitative training set D∗. Then, the training proceeds from a
smaller but more informative subset of the training set.

• Contribution: The main contribution of this work lies in the definition of
a new documents selection function, High Low Sampl, for SelGB frame-
work. High Low Sampl enriches the selection made by Sel Sampl by
selecting not only the p1 percentage of the highest-ranked negative docu-
ments but also the p2 percentage of the lowest-ranked negative documents
to achieve a higher qualitative dataset and without overfitting to difficult
documents.

• Main Results: Through extensive experiments, we empirically proved that
SelGB combined with the new selection strategy High Low Sampl has a
statistically significant increase in performance, in terms of NDCG, compared
to the state-of-the-art SelGBS (i.e., the previous version of SelGB com-
bined with Sel Sampl) and the baseline LambdaMART. Moreover, SelGB
equipped with High Low Sampl achieves a speed-up in the training pro-
cess compared to LambdaMART without compromising model effectiveness.

• In-Depth Analysis: Finally, we provided an in-depth analysis to under-
score the impact of the lowest-ranked negative documents on model predic-
tions. The analysis proved that the presence of the lowest-ranked negative
documents is fundamental to improving stability and effectiveness. In fact,
the ranking produced by the model trained considering the lowest-ranked
negative documents is shown to be more stable and with lower variance. So
we concluded that High Low Sampl can make the most from the training
set by retrieving useful information that enriches the learning process and
brings models with higher stability and less variance.
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5.7.1 Future Work

In this Chapter, we proposed High Low Sampl, a novel document selection
strategy tailored for the SelGB framework, significantly enhancing the effective-
ness of learning to rank models. Building upon this research, there are several
promising directions for future work:

• Dynamic Hyperparameters Tuning: Exploration of adaptive strategies
to dynamically adjust hyperparameters, such as p1 and p2, during the train-
ing process based on the model’s performance or dataset characteristics.
This could improve the quality of each training set created by the document
selection strategy, making them more tailored for the training moment the
learning algorithm faces.

• Generalisation to Deep Learning Models: Extending the application of
High Low Sampl beyond gradient boosting-based models to deep learning
architectures for Learning to Rank. Investigating how High Low Sampl
can be adapted and integrated into neural network-based ranking models
could open new avenues for research.

• Move Focus on Positive Documents: In both Lucchese et al. [115]
and this study, the document selection functions have predominantly fo-
cused on negative documents (i.e., documents with a relevance label equal
to 0). However, positive documents can also potentially diminish the qual-
ity of the training set by diverting the model’s attention from particularly
relevant positive documents. For example, in positively unbalanced datasets
where the number of positive documents is very high, a small size of the
top relevant ranking positions (i.e., the ones most viewed by the users) may
generate competition between the positive documents. A prospective avenue
of research involves defining a selection strategy that includes identifying the
most significant positive documents.

• Integration with Online Learning: Investigating the possibility of ap-
plying High Low Sampl into online learning settings where models require
continuous updates. From the results reported in this Chapter, we demon-
strated thatHigh Low Sampl can selectively choose a small subset of high-
quality documents from the available dataset based on the model scores in
a precise training moment. This capability can be leveraged in online LtR
contexts where a reduced quantity of high-quality data is needed to expedite
the online training process.



Chapter 6

LambdaRank Gradients are
Incoherent

In this Chapter, we discuss the work titled “LambdaRank Gradients are Incoher-
ent”, in proceedings as a full paper at the CIKM ’23: The 2023 ACM International
Conference on Information and Knowledge Management. Further details can be
found in the reference [122].

As mentioned in Section 3.2.3.1, a significant limitation in advancing research
on Learning to Rank models’ effectiveness is the non-differentiability of Informa-
tion Retrieval metrics. Typically, IR metrics depend on the sorted list of docu-
ments, rendering an objective function utilising IR metrics not directly optimisable
by gradient descent-based methods due to the non-differentiability or flatness of
these metrics concerning the model parameters [25, 22, 62].

Despite the non-differentiability of IR metrics, numerous LTR algorithms rely
on gradient-based approaches. They either optimise an approximate version of the
ranking metric or construct gradients based on heuristic approximations, such as
LambdaRank [25]. LambdaRank bypasses the need to define an approximate loss
function; instead, it heuristically defines gradients indicating whether a document
score should be increased or decreased to enhance the ranking quality. Initially
designed for artificial neural networks, LambdaRank stood as a state-of-the-art
algorithm in LTR until it was surpassed by LambdaMART [27], an analogous
version based on gradient-boosted decision trees. Given that both LambdaRank
and LambdaMART rely on heuristics, their gradients do not precisely compute
the derivative of an IR metric.

In this work, we show that LambdaRank heuristics (and its derivatives like
LambdaLoss Framework [173], LambdaMART, etc.) have an inherent flaw and
they can generate incoherent gradients. Later in Figure 6.1, we show a few exam-
ples where the most relevant document in the result list does not get the largest
gradient, and therefore, how it is impossible for the learned model to rank it in

93
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the top position. We call gradient incoherency such phenomena where a relevant
document receives a smaller gradient than a less relevant one. We are aware that
gradients are approximate, and, therefore, trade-offs need to be made to opti-
mise non-differentiable functions. However, such incoherency may undermine the
learning process. Moreover, this phenomenon is more prominent with the use of
truncated metrics optimisation, where we would like the model to focus on the top
positions. Due to the gradient incoherency, the gradients are unable to push the
most relevant documents upward.

The contributions of this work are as follows. i) We bring to light the issue
of gradient incoherencies affecting LambdaRank, which has not been previously
shown in the literature. ii) We show how truncated metric optimisation exacer-
bates the phenomenon of gradient incoherencies and undermines the aim of trun-
cation, which is to ensure that the user encounters the most relevant documents
among the first positions. iii) We propose an improvement over the LambdaRank
gradient computation to optimise truncated ranking metrics. Specifically, we pro-
pose Lambda-eX, which extends the set of document pairs considered by Lamb-
daRank when computing gradients.

We validate experimentally our results on five publicly available datasets. We
show how Lambda-eX can reduce the number of queries affected by gradient in-
coherencies introduced by truncated metric optimisation. This reduction is sig-
nificantly large during the early stage of the training, which allows Lambda-eX
to achieve high-quality performance after a few trees. Finally, we show that op-
timising truncated metrics can accelerate training time due to a lower number of
partial derivatives to be computed and that Lambda-eX can achieve statistically
significant improvements while maintaining the same train efficiency as truncated
LambdaRank.

The Chapter is structured as follows. In Section 6.1, we introduce the related
work specific to research aiming to optimise IR metrics. In Section 6.2, we delve
into the details of LambdaRank and its derivatives. Furthermore, we provide a
detailed introduction to the optimisation of truncated metrics and how it is de-
fined within the objective functions of LambdaRank and its derivatives. In Section
6.3, we delve into the core contribution of this work, introducing the concept of
gradient inconsistency and how LambdaRank and its derivatives are affected by
it. Moreover, we explain how these gradient inconsistencies negatively influence
model learning and demonstrate how the truncated metric optimisation exacer-
bates this gradient inconsistency problem. In Section 6.4, we introduce the main
contribution of this work, Lambda-eX, a learning algorithm for reducing gradient
inconsistencies while optimising truncated metrics. Moreover, we demonstrated
that Lambda-eX can achieve statistically significant improvement in effectiveness
without sacrificing the training efficiency brought by the truncated metric opti-
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misation. Section 6.5 details the experimental setup used to perform experiments
and the learning algorithms utilised to compare our solution. Section 6.6 show-
cases the main results of this work, focusing on both the effectiveness and efficacy
of the proposed solution. Section 6.7 provides in-depth analyses to show how the
proposed strategy effectively reduces the exacerbation of gradient inconsistencies
introduced by truncated metric optimisation and how, even in the early training
iterations, the proposed solution succeeds in training models that are statistically
more effective than the reference baselines. Finally, in Section 6.8, we summarise
the contributions, results, and potential future work of this study.

6.1 Related Work: IR Metrics Optimisation

One of the biggest challenges in Learning to Rank is metrics optimisation. Rank-
ing metrics are non-differentiable since they are inherently tied to the order of
the documents. Therefore, unlike most machine learning techniques, an objective
function that makes use of IR metrics cannot be directly optimised by gradient de-
scent methods. However, effective ranking models are essential in a huge variety of
applications in IR systems. This began an arms race to address the problem from
multiple directions. Among those attempts are ranking metrics approximation or
loss function that indirectly aligns with the desired metric. However, most LTR
approaches optimise a loss function that is loosely related to a ranking metric or
is its upper bound.

A well-known class of solutions that aims to minimise the number of errors
committed in ranking pairs of documents is that of pairwise approaches. These
include RankNet [26], a pairwise approach that optimises a probabilistic loss func-
tion by mapping the model output to a learned probability. Another well-known
approach is AdaRank [182], which learns weak rankers that minimise the pairwise
misranking error and then linearly combines them for prediction. Pairwise ap-
proaches typically optimise a convex upper-bounds of the pair misranking error.
However, this optimisation does not directly imply an improvement in the ranking
metric, thus leading to a mismatch between model optimisation and effectiveness
on the desired IR metric.

To fill the gap, listwise approaches embed the information on the status of the
entire ranking list into the optimisation process. Listwise approaches fall mainly
into two macro-categories, those that approximate the ranking metric through
a smooth surrogate of it, such as SoftRank [161] and ApproxNDCG [142], and
those that use heuristics to construct a smooth surrogate loss function such as
ListNET [37], XENDCG [22], and LambdaRank [25]. ListNET minimises the cross-
entropy between ground truth and the model’s score distribution. XENDCG is
a cross-entropy loss function that guarantees strong theoretical properties like
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optimising a convex bound on mean NDCG. Then, LambdaRank is a learning
algorithm which does not try to optimise a loss function but heuristically defines
the loss gradient. The way LambdaRank defines its gradients is of fundamental
importance to this work; hence, the next section will be entirely devoted to this
aspect.

Worth mentioning is also the study conducted in [62], where the authors in-
vestigated whether training a model on the same truncated metric used for the
evaluation (e.g., NDCG@k) is better than training it on the un-truncated metric
(e.g., NDCG). What emerged is in line with the discovery made with our research:
training on un-truncated metrics returns better-performing models. However, the
reason given by [62] only tells half the story. They claim that optimising truncated
metrics reduces the number of contributions λij each gradient λi receives. They
also showed that the same performance as the un-truncated metric can be achieved
with an equal number of document pairs (of λs) during training. However, in this
work, we show that with the same order of magnitude in the number of pairs as
in the truncated metric optimisation, we can obtain the same performance as the
un-truncated metric optimisation. This confirms that the reason behind the drop
in performance lies in the exacerbation of the gradient incoherencies rather than
in a general lack of pairwise document comparisons. So, selecting the right pairs of
documents makes it possible to obtain the same performance as the un-truncated
metric.

6.2 LambdaRank

Gradient-based learning algorithms, such as artificial neural networks or gradient-
boosted decision trees, run iterative updates to build a ranker that minimises a
given cost function C. For instance, artificial neural networks compute the gradi-
ent direction ∂C/∂wj to update each network weight wj at each batch processed.
Similarly, gradient-boosted decision trees iteratively learn a new tree that approx-
imates ∂C/∂si for each document di in the training set. In both cases, directly
or indirectly, a key step is the computation of ∂C/∂si. Unfortunately, most IR
metrics are rank-based: they depend on documents ranking π rather than si. This
makes the cost function either flat, i.e., modifications of si do not change π and
therefore do not change the cost C, or non-differentiable, i.e., modifications of si
change π causing a non-smooth change of the cost C.

Most approaches drive the learning process by means of a proxy cost function
that is differentiable. One of the most relevant approaches is LambdaRank [25].
LambdaRank’s cost function stems from the RankNet cost [26], which is further
enhanced by considering the impact on the IR metric at hand. The gradient
∂C/∂si is computed on the basis of pairwise lambdas λij. Given a document pair
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di and dj such that di is more relevant than dj, i.e., yi > yj, we have that:

λij =
∂C(si − sj)

∂si
=

−σ
1 + eσ(si−sj)

|∆Zij| , (6.1)

where σ = 1, and |∆Zij| is the amount of change in the IR metric Z generated
by swapping the rank positions of di and dj while leaving the rank positions of all
other documents unchanged. The value of λij estimates the change on the cost
function C when the distance between the two scores si and sj is modified. Note
that if two documents have the same relevance label, then λij = 0 due to the fact
that ∆Zij = 0. We recall that λij implements the derivative of the RankNet cost
function multiplied by |∆Zij|. The RankNet cost increases if the two documents
are not in the correct order and converges asymptotically to 0 if the documents
are in the correct order with a large gap in their scores. The |∆Zij| component
boosts the error when this has a significant impact on the specific IR metric.

The gradient of the single document is finally computed as:

λi =
∑

j:(i,j)∈I

λij −
∑

k:(k,i)∈I

λki, (6.2)

where I is the set of ordered pairs (i, j) such that yi > yj, i.e., I = {(i, j) |
di, dj ∈ D ∧ yi > yj}. In regard to the asymptotic complexity of computing λij,
Equation 6.2 requires to evaluate O(n2) document pairs with n being the number
of candidate documents in D for the given query.

According to [25], when maximising an IR metric such as NDCG, the lambdas
are formulated as ∂U/∂si where U is the utility function (metric) being maximised,
rather than a cost to be minimised. Moreover, the sign of the various λij is set so
that the most relevant document di receives a positive gradient update, while dj
receives a negative update and is pushed down through the ranks π.

Before going through the next section, let’s focus on the |∆Zij| in Equation 6.1.
Indeed, Z could be any ranking metric such as NDCG, ERR, etc. In this work, we
focus on NDCG, although the results and conclusions we made also generalise to
other metrics. For this reason, we briefly reintroduce the NDCG metric, previously
introduced in Section 3.2.2.1. NDCG is calculated by the ratio of DCG to IDCG
(i.e., the ideal DCG of the ground truth ranking).

The DCG consists of two components: the gain Gi = 2yi − 1 that document
di, with relevance yi, contributes to the final ranking, and the discounting Di =
log2 (1 + π[i]) that discounts the document’s gain based on its position π[i] in the
list. In fact, a very relevant document in the last position contributes much less
to NDCG than in the first position.

Below, we provide a concise definition of NDCG:

NDCG =
DCG

IDCG
=

1

IDCG

n∑
i=1

Gi

Di

=
1

IDCG

n∑
i=1

2yi − 1

log2(1 + π[i])
,
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Therefore |∆NDCGij| is defined as the difference between the NDCG computed
on the current ranking π and the NDCG computed on the ranking that results
from swapping the two documents at ranks π[i] and π[j]. The |∆NDCGij| can be
efficiently computed as follows:

∆NDCGij = |Gi −Gj|
∣∣∣∣ 1Di

− 1

Dj

∣∣∣∣ (6.3)

By combining Equation 6.1 and 6.3, each λij optimising NDCG can be computed
with the following equation:

λij =
1

1 + e(si−sj)

1

IDCG
|Gi −Gj|

∣∣∣∣ 1Di

− 1

Dj

∣∣∣∣ . (6.4)

Therefore, the gradient λij has three components: the RankNet cost, the gain
difference and the difference of the inverse discount.

6.2.1 Lambda Loss Framework

About a decade later, in [173], the authors introduced LambdaLoss, a probabilistic
framework for optimising ranking metrics. This framework aims to provide theo-
retical justifications for empirically effective learning algorithms like LambdaRank.
Despite LambdaRank’s effectiveness, the underlying loss it optimises for remained
unknown until the introduction of this framework. In [173], it was demonstrated
that LambdaRank is a special configuration with a well-defined loss in the Lamb-
daLoss framework, thus providing theoretical justification for it. Moreover, they
showed that LambdaRank optimises a coarse upper bound of NDCG.

More importantly, this framework allows the definition of metric-driven loss
functions that have clear connections to different ranking metrics. The article
defined various metric-driven loss functions based on NDCG and ARP. Among
those are the metric-driven loss function NDCG-Loss2 and the hybrid loss NDCG-
Loss2++, optimising the NDCG metric and yielding the most statistically signif-
icant results. Furthermore, NDCG-Loss2 has been proved to be an upper bound
of the NDCG metric.

The metric-driven loss function NDCG-Loss2 shares many similarities with
LambdaRank. The main difference lies in the definition of the discount used in
∆NDCGij. Specifically, the discount ρij = |1/Di − 1/Dj| used by LambdaRank
in Equation 6.4 becomes δij = |1/D|i−j| − 1/D|i−j|+1| in the metric-driven loss
function NDCG-Loss2.

Finally, in [173], they also proposed a hybrid loss function named NDCG-
Loss2++, which is a linear combination of the two discountings, ρij +µδij, with µ
being a weight coefficient managing the trade-off between the two. Consequently,
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the gradients calculated through the hybrid loss function NDCG-Loss2 are as fol-
lows:

λij =
1

1 + e(si−sj)

1

IDCG
|Gi −Gj| (ρij + µδij). (6.5)

6.2.2 Truncated Metric Optimisation

Real-world applications of information retrieval systems mostly try to optimise
the effectiveness for only the first k results. This manner is strictly related to user
behaviour [62]. When users scan a list of results, they focus more on the first
k (i.e., 5/10) results and do not look at all the thousands of results in the list.
IR metrics naturally provide a truncated version with a cutoff threshold k. For
instance, NDCG@k is computed by considering only the contribution of the top-k
ranked documents. Truncated metrics are the IR metrics of interest to evaluate
the goodness of a ranker in most application scenarios. Therefore, according to the
empirical risk minimisation principle, optimising a truncated metric is expected to
be more effective than its un-truncated variant.

Optimising a truncated metric at training time also brings a straightforward
efficiency improvement. In Equation 6.2, the computation of all λi requires com-
puting the pairwise gradients λij for every pair of documents di, dj ∈ D. Under a
truncated metric, documents ranked beyond k are not considered, and therefore,
a pair of such documents has a value of |∆Zij@k| equal to 0. Thus, the pairs to be
considered are limited to those that contain at least one document in the top-k.
To do so, the gradients λi in Equation 6.2 are computed by replacing the set I
with a Iτ defined as follows:

Iτ = {(i, j) | di, dj ∈ D ∧ yi > yj ∧min(π[i], π[j]) ≤ τ}. (6.6)

From now on, we denote by k the cutoff threshold used by the evaluation metric
and by τ the truncation level [62] optimised during the training. Note that k and
τ do not need to be the same. When τ = k, we are maximising the truncated
metric with cutoff k, while when τ = +∞, we are maximising the un-truncated
metric.

Last but not least, the introduction of τ reduces the asymptotic complexity of
the objective function from O(n2) to O(τn). A significant reduction of the training
time is achieved when τ ≪ n.

Despite being a tiny detail, we remark that we assume the use of Equation 6.1
(and Equation 6.4) without modification even in the presence of a truncation
level, i.e., ∆Zij is used rather than ∆Zij@k, as this is common practice in the
most popular implementations, e.g., LightGBM [93].
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6.3 Contribution 1: Gradient Incoherency

LambdaRank and its variants provide a smooth approximation of commonly used
IR metrics. Yet, we would like this approximation to provide some basic guaran-
tees. We thus introduce a coherency property defined as follows.

Definition 4 (Gradient Coherency). Given two documents di and dj such that
yi > yj and π[i] > π[j], i.e., di is more relevant than dj, but it is ranked at a worse
position, we say that the gradients of the utility function U are coherent at di, dj
if it holds that:

∂U

∂si
≥ ∂U

∂sj
.

The above definition states that if two documents di and dj are misranked,
we would like the computed gradient to be larger at the most relevant document
di. This is because pushing up di more than dj may restore the ideal ordering.
Conversely, when the gradient coherency does not hold, pushing up dj more than di
may only worsen the current ranking. Despite its simplicity, the gradient coherency
property is not easy to satisfy, and, indeed, it is not enjoyed by LambdaRank
gradients.

6.3.1 On Truncated Optimisation

In Figure 6.1(a), we show an example of LambdaRank gradients computation
when maximising NDCG@1 with a truncation level τ = 1. Suppose this is the
ranking after a given number of iterations, epochs, or boosting rounds of a gradient-
based optimisation algorithm. The most relevant document d△ is currently ranked
second, while a less relevant document d⋆ is ranked first. Then, there are three
other non-relevant documents. The arrows depict the computed gradients, and, as
expected, relevant documents get an upward push, while non-relevant documents
get a downward push. However, we have that document d△ gets a smaller gradient
than d⋆, i.e., λ△ < λ⋆, meaning that the most relevant document d△ will not be
able to reach the top position in the next iteration. On the contrary, the gap
between d⋆ and d△ is meant to increase in favour of the least relevant d⋆. This is
a gradient incoherency according to Definition 4.

To clarify this behaviour, in Table 6.1, we report the computation of the doc-
ument gradients λi as a function of the pairwise λij according to Equation 6.4.
Recall that λij is considered if and only if (i, j) ∈ Iτ , i.e., at least one of the two
documents is ranked above the truncation level τ . Let’s focus on the relevant docu-
ments. Document d⋆ receives a negative contribution −λ△⋆ from the most relevant
document d△, and three positive contributions from the non-relevant documents.
Document d△ is below the truncation level, and therefore its gradient is simply



6.3. CONTRIBUTION 1: GRADIENT INCOHERENCY 101

λ△ = +λ△⋆. Therefore, the reason for the gradient incoherency is due to the
contribution of the non-relevant documents that significantly contribute to d⋆ but
not to d△.

The reader may immediately recognise that setting a truncation level τ = +∞
would solve this issue at the cost of a higher computational cost. While this holds
true in this case, as we explained in the next section, it is not always the case that
a truncation level τ = +∞ resolves the issue of gradient incoherencies.

The contribution of this work pursues the following direction: to widen the set
of the λij considered to reduce the exacerbation of gradient incoherencies intro-
duced by a small truncation level while maintaining a computational cost compa-
rable to that of a small truncation level.

Before moving forward, let’s investigate a few similar examples to further un-
derstand the behaviour of LambdaRank. Figure 6.1(b) shows a similar scenario to
that of Figure 6.1(a), with the most relevant document d△ in the last position. As
d△ moves downwards, both the RankNet cost and the discounting component of
∆NDCG△⋆ (i.e., |1/D△ − 1/D⋆|) increase generating a large upward gradient up-
date for d△ and a symmetrical downward update for d⋆. In the setting depicted in
Figure 6.1(b), the gradient λ△ is larger than λ⋆ thus complying with the Gradient
Coherency property.

Table 6.1: Detailed computation of LambdaRank gradients for the example illus-
trated in Figure 6.1(a).

di yi si π[i] λi

d⋆ 1 0.04 0 λ⋆ = −λ△⋆ + λ⋆3 + λ⋆4 + λ⋆5

≈ −0.124 + 0.083 + 0.093 + 0.100 ≈ 0.152
d△ 2 0.03 1 λ△ = +λ△⋆ ≈ 0.124
d3 0 0.02 2 λ3 = −λ⋆3 ≈ −0.083
d4 0 0.01 3 λ4 = −λ⋆4 ≈ −0.093
d5 0 0.00 4 λ5 = −λ⋆5 ≈ −0.100

However, as the rank distance between d⋆ and d△ increases, the value of
|1/D△ − 1/D⋆| increases only marginally. If more non-relevant documents are
placed in between d⋆ and d△ as in Figure 6.1(c), the contributions of such non-
relevant documents provide additional increments to λ⋆ but do not affect λ△.
Eventually, d⋆ gets a larger gradient than d△, breaking the Gradient Coherency
property again. This happens because the discounting factor difference between d⋆
and d△, which should push d△ upwards stronger than d⋆, is too small to overcome
the lack of gradient contribution of the pairs removed by the truncation level.

These three examples make us draw two interesting observations. First, the
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Figure 6.1: Examples of gradient incoherency.

more the dataset contains non-relevant documents (i.e., with relevance labels equal
to 0), the more likely the problem will occur. We empirically prove this in Section
6.7.2, especially with the Istella-X dataset. Second, the occurrence of gradient
incoherencies is related to the model’s error in a non-linear way. Suppose the model
ranks document d△ very poorly. In that case, it is impossible for d△ to improve its
ranking (Figure 6.1(c)); if the model error is not large, the model will correctly push
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d△ upwards (Figure 6.1(b)), but, if document d△ gets just below the truncation
level, it is pushed downwards again (Figure 6.1(a)). The only way document d△
can escape this problem is by a fortuitous update (e.g., neural network weight
update (LambdaRank) or tree’s leaf value (LambdaMART)), that may generate
a completely different gradient since it is affected by other documents also from
other queries, or by other implicit algorithm-dependent approximations.

A last scenario is illustrated in Figure 6.1(d), where an additional relevant
document is added by replacing document d5 with a document with label y5 = 1.
Being the label the same as d⋆’s, the value of ∆NDCG⋆5 is 0 for λ⋆5, so d5 reduces
the number of gradient contributions to d⋆. However, note that the gradient of
d△ is not affected by d5 because they are both beyond the truncation level. The
new document makes the gradient of document d⋆ smaller than the gradient of
document d△, reversing the gradient computation outcome once more.

These examples show how difficult it is to model the Gradient Coherence an-
alytically. We provided a few examples showing the impact of the label and the
rank difference, which are computed by ∆Zij. Clearly, also the score difference is
relevant and captured by the RankNet component of the gradient in Equation 6.1.
So far, we focused on NDCG only. It is easy to show that the coherence property
does not hold for other discount-based metrics, such as Expected Reciprocal Rank,
Rank-Biased Precision, etc.

6.3.2 On Un-truncated Optimisation

The above discussion suggests that the truncation level τ is the cause of the inco-
herencies in the gradient computation. Indeed, this is not true.

Let’s set τ = +∞, meaning that no truncation is used, and consider the ex-
ample in Table 6.2. We have three documents with scores respectively 0.02, 0.01,
and 0.00, and with relevance labels respectively 4, 0, and 1. Since there is no
truncation level, all the pairwise gradients λij are relevant. Document d1 has a
positive gradient λ1 as it is ranked higher than documents with smaller relevance
labels. This positive push allows gaining a desirable margin from the other docu-
ments. Document d2 is non-relevant and receives a negative gradient contribution
from both the other documents. Unexpectedly, document d3, despite having an
higher label than d2, receives the strongest downward push, i.e., λ3 < λ2 with
y3 > y2. This is a gradient incoherence. The reason is that swapping document
d1 with d3 has a larger impact on the NDCG than swapping d1 with d2, resulting
in λ13 > λ12. LambdaRank prefers avoiding the risk of moving d1 to the third
position rather than pushing d3 up to the second place. Indeed, this comes from
the discount factor of the NDCG metric that demotes documents’ contributions
in the lower ranks. These gradients clearly push the ranking away from the ideal
configuration.
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Table 6.2: Example of computation of LambdaRank gradients with τ = +∞.

di yi si π[i] λi

d1 4 0.02 0 λ1 = λ12 + λ13 ≈ 0.176 + 0.221 ≈ 0.397
d2 0 0.01 1 λ2 = −λ12 − λ32 ≈ −0.176− 0.004 ≈ −0.180
d3 1 0.00 2 λ3 = −λ13 + λ32 ≈ −0.221 + 0.004 ≈ −0.217

This shows that LambdaRank gradients are incoherent independently of the
truncation level. In this case, the major player is the discounting factor. Given
the larger importance of truncated metrics, we leave the analysis of un-truncated
metrics and gradients to future work. In this work, we focus on the cases that
break the Gradient Coherence in the presence of a truncation level, aiming not to
compromise the computational efficiency this provides.

6.4 Contribution 2: Lambda-eX

We put ourselves in the scenario of truncated IR metrics optimisation. From the
above, we can say that the natural choice of using a truncation level at training time
to maximise a truncated metric is very beneficial in terms of computational cost,
but it suffers from incoherence in gradient computation. The main contribution
of this work is Lambda-eX, a new approach to optimise truncated ranking metrics
that limits incoherencies while preserving training time efficiency. Specifically,
we propose heuristic methods to extend the set of document pairs considered by
LambdaRank when computing gradients.

6.4.1 Main Idea

We claim that the gradient incoherencies exacerbate due to missing computations
of certain λij gradients. More specifically, relevant documents that are not ranked
above the truncation level are not evaluated against all the other candidate doc-
uments in D but only against the top-k, and this discards some of the λij and
causes under-estimation of their gradient. One possible approach is to use Iτ=+∞,
i.e., the set containing all the pairs of documents di, dj ∈ D. However, this does
not allow limiting the number of pairwise gradients computed to minimise the
computational cost of the training process.

We thus define a Full-Gradient Document Set X ⊆ D for which we compute a
complete gradient estimation as in the un-truncated case τ = +∞. We compute
λij gradients as in Equation 6.2 but on the basis of the set IX :

IX = {(i, j) | di, dj ∈ D ∧ yi > yj ∧ (di ∈ X ∨ dj ∈ X)} . (6.7)
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Figure 6.2: Lambda-eX missed top-k selection strategies.

The above means that the gradient λi of a document di ∈ X is computed by
considering the λij (or λji) for every other document dj ∈ D. This provides a
more accurate gradient estimation for the documents in X. We thus remark that
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Lambda-eX does not exploit a fixed truncation level but rather selects the set X
for each query dynamically. Indeed, the set X may not match any set Iτ for any
value of τ . Also, by limiting X such that |X| ≪ |D|, we have |IX | ≪ |Iτ=+∞| and
achieve a more efficient computation than in the un-truncated case.

To understand how the set X is built, let’s first investigate an example from
Figure 6.2. The leftmost example in Figure 6.2 shows a set of documents ranked
according to their relevance labels. If we desire to maximise NDCG@2, the model
must rank the document with a relevance label of 3 in the first position and a
document with a relevance label of 2 in the second position. This represents the
optimal ranking. Suppose a model produces the rightmost ranking depicted in the
same figure; we distinguish documents into three categories. We call true top-k a
relevant document ranked among the top-k and whose label occurs in the top-k of
the ideal ranking. This is the case of the document in the second position of the
ranking. We call false top-k a document ranked among the top-k but whose label
is not among the top-k of the ideal ranking. This is the case of the top-ranked
document with relevance 1. Finally, we call missed top-k a relevant document that
is not ranked in the top-k but whose label is present among the top-k of the ideal
ranking. This is the case of documents with label 2. Note that the above definition
is not based on the document identities but rather on their relevance label.

The previous analysis leads us to state that missed top-k documents receive
an under-estimated gradient, making it impossible for them to climb up to the
top ranks. The proposed Lambda-eX aims at improving the learning process by
providing a complete and more accurate gradient estimation for the missed top-k
documents. To do so, Lambda-eX may include in X the documents ranked in the
top-k positions by the current model and all the missed top-k documents. Since
the number of missed top-k documents can be large, and we want to limit the size
of X to about k, Lambda-eX uses some heuristic criteria to select a subset of the
missed top-k documents to be included in X. Lambda-eX selection strategies are
discussed in the next section.

Note that also Lambda-eX adopts the value ∆Zij with respect to the un-
truncated metric. This means that even for a pair of documents di and dj below
the cutoff, the value of ∆Zij is not 0. Consequently, if (i, j) ∈ IX the partial
derivative λij will contribute to the gradients λi and λj.

6.4.2 Selection Strategies

The way Lambda-eX builds the set X is the core of the algorithm. We let k be
the cutoff of the IR metric being optimised. First, we include in X all the top-k
documents currently ranked by the model. Then, we propose three different ways
to select the missed top-k documents ranked below the metric cutoff to be used to
extend X. For the sake of efficiency, the first two strategies generate a set X of
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size |X| ≤ 2k, while the size of X for the third strategy depends on the number
of relevant documents in the query. Note that |X| is query-dependent. The three
selection strategies are defined as follows.

• static: Let h be the number of false top-k documents, the static strategy
includes in X a total of h missed top-k documents having the largest scores.
In Figure 6.2, the example static shows how, among the possible missed
top-k documents (in orange), it selects the best (h = 1) ranked documents
below the cutoff among the missed top-k documents which have label 2. This
strategy focuses on documents closest to the cutoff and thus most likely to
fall into the problem explained in Section 6.3.1.

• random: Analogous to static, but documents are selected randomly instead
of rank-based. In example random, it randomly selects the second missed
top-k of relevance 2. A random selection allows the model to see all missed
top-k documents during training and improves model generalisation.

• all: Analogous to static, but all the missed top-k documents are included
in X even if their number is larger than h. In example all, every document
of relevance label equal to 2 is placed in X. In this case, all missed top-k
documents are compared simultaneously in favour of greater generalisation
of the model at the expense of the efficiency of the gradient computation.

Finally, we also provide two hybrid variants: all-static and all-random.
With efficiency in mind, the goal is to limit the size of X. Depending on the
query, the all may potentially include all the relevant documents, i.e., with a
label greater than 0. To avoid such blow-up of X, the hybrid strategies roll back
to either static or random in this degenerate case, otherwise, they implement the
all strategy.

In terms of the computational complexity of the gradient computation, the
size of X is k + h for the static and random strategies, and since h ≤ k, it holds
that |X| ≤ 2k. Therefore, the asymptotic complexity of Lambda-eX with static

or random in computing all the λi is O(kn), with n the number of documents in
the query. For all, all-static, and all-random, the missed top-k documents
may correspond to the whole subset of relevant documents. Let n+ be the number
of such documents; the computational complexity is O((k + n+)n). Note that in
general, it is expected that n+ ≪ n, meaning a smaller cost than with Iτ=+∞.

6.5 Experimental Setup

The experimental phase aims to verify whether the proposed solution, Lambda-eX,
can counteract the exacerbation of gradient incoherencies introduced during the
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optimisation of truncated metrics and whether this reduction translates into more
effective models. Furthermore, it aims to verify whether the training process with
Lambda-eX maintains the same efficiency in terms of training time as a learning
algorithm that optimises truncated metrics.

We performed extensive evaluation analysis on five publicly available datasets
summarised in Table 6.3. Istella-X has the highest number of documents per
query and non-relevant documents, while Istella-F has the highest number of
queries. MSLR Web30K Fold 1 is the most balanced since half of the docu-
ments are relevant. Instead, Yahoo! Learning to Rank Challenge Set 1
is the smallest one with about 700,000 documents and only an average of 23.73
per query. All datasets have graded relevance labels ranging from 0 to 4, where 0
stands for non-relevant and 4 for highly relevant.

Table 6.3: Datasets properties.

Dataset #queries #doc. query len. %non-rel.

Istella-X 10,000 26,791,447 2,679.14 99.83
Istella-S 33,018 3,408,630 103.24 88.61
Istella-F 33,018 10,454,629 316.63 96.29
Yahoo! Set 1 29,921 709,877 23.73 26.09
MSLR-30K 31,531 3,771,125 119.60 51.47

6.5.1 Baselines and Implementation

It was shown empirically that embedding LambdaRank gradients within Gradient
Boosting Decision Trees is more effective and efficient than using LambdaRank
gradients in a feed-forward artificial neural network [27]. The implementation of
LambdaRank with GBDTs is callded LambdaMART. Therefore, without loss of
generality, we perform all experiments and analyses by means of the more effective
and efficient LambdaMART.

Below, we provide an overview of the implementation details for each of these
algorithms. Note that all algorithms were implemented through the LightGBM
library and are available on GitHub1. Moreover, each model was trained with
gradient normalisation.

Recall that Lambda-eX can be seen as a technique to improve the gradient esti-
mation of already existing learning algorithms such as LambdaMART and the ones
derived from the metric-driven loss function designed in LambdaLoss Framework.
For this reason, we analyse the effectiveness and efficiency improvements brought

1github.com/FedericoMarcuzzi/LambdaRank-Gradients-are-Incoherent

https://github.com/FedericoMarcuzzi/LambdaRank-Gradients-are-Incoherent


6.5. EXPERIMENTAL SETUP 109

by Lambda-eX by comparing a learning algorithm with and without Lambda-eX
set expansion.

Following are the algorithms used in the experimental phase.

• LambdaMART: as a baseline we used the original LambdaMART algorithm
optimising three different values of the truncation level τ .

– LambdaMARTτ=k for which the truncation level τ is set equal to the
metric cutoff k. This exactly optimises the truncated metric used for
the evaluation.

– LambdaMARTτ=k+3 with τ = k + 3 as suggested in [51]. A τ slightly
larger than k provides a better gradient estimation for documents close
to the metric cutoff at a minimal cost without deviating too much from
the evaluation metric.

– LambdaMARTτ=+∞ with τ = +∞ optimises the un-truncated metric,
i.e., the IR metric for the whole ranking.

• LambdaMART-eX: to analyse the impact of Lambda-eX techniques we im-
pelmented it on top of LambdaMART; this union is called LambdaMART-
eX. Moreover, for each selection strategy suggested in Section 6.4.2, we im-
plemented a different version of LambdaMART-eX.

– LambdaMART-eX static makes use of the static selection stretegy.

– LambdaMART-eX random makes use of the random selection stretegy.

– LambdaMART-eX all makes use of the all selection stretegy.

– LambdaMART-eX all-static makes use of the all-static hybrid selec-
tion stretegy.

– LambdaMART-eX sll-random makes use of the all-random hybrid selec-
tion stretegy.

Moreover, as mentioned above, gradient incoherencies also affect LambdaRank
derivatives, such as the metric-driven loss functions designed in LambdaLoss Frame-
work, (e.g., NDCG-Loss1, NDCG-Loss2, and hybrid loss NDCG-Loss2++). To
this end, we also investigate whether extending the set of document pairs is ben-
eficial for these loss functions. We focus the analysis on NDCG-Loss2++, which
is the loss function shown to achieve higher performance among the others in
[173]. For the sake of clarity, hereinafter, we refer to the learning algorithm that
makes use of NDCG-Loss2++ loss function as LambdaLoss. To assess the impact
of Lambda-eX on the LambdaLoss algorithm, we also performed the same experi-
ments designed for LambdaMART with LambdaLoss. We also implemented all the
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algorithms defined above using the LambdaLoss algorithm. So, we compare the
five versions of LambdaLoss-eX (i.e., one for each selection strategy) with the fol-
lowing three baselines: LambdaLossτ=k, LambdaLossτ=k+3, and LambdaLossτ=+∞

6.6 Main Results

The primary results of this work aim to address two questions: can the use of
the Lambda-eX technique yield more effective models than those trained using the
original learning algorithms? Can models trained with Lambda-eX maintain the
training efficiency guaranteed by truncated metric optimisation? For this reason,
we divided the main results into two sections, one on effectiveness and the other
on efficiency.

6.6.1 Effectiveness

We evaluate the models’ effectiveness in terms of NDCG@k for different cutoff
values: 5, 10, and 15. For each model, we stop the training process after 1,000
trees and select the best iteration based on the performance achieved on the val-
idation set. The best hyperparameters used to train each model are reported in
Section 6.7.1 Statistically significant improvements with respect to the baselines
LambdaMARTτ=k+3 and LambdaLossτ=k+3 were computed according to Fisher’s
randomisation test [65] with a two-sided p-value. Statistically significant improve-
ment are marked with italic ∗ for p = 0.05 and bold ∗∗ for p = 0.01.

We choose these as reference baselines since both perform mostly better than
models trained with τ = k and slightly worse than τ = +∞ but with a much lower
training cost of the latter. Results are summarised in Table 6.4 for LambdaMART-
based algorithms and in Table 6.5 for LambdaLoss-based algorithms. In the fol-
lowing sub-section, we evaluate the computational cost of the discussed methods.

First of all, we highlight that the observations drawn from the results are mostly
the same for both LambdaMART and LambdaLoss.

Interestingly, models trained with τ = +∞ achieve the best NDCG@k values
across datasets, especially datasets from the Istella family. The only perfor-
mance drops occur with LambdaLoss learning algorithm on MSLR-30K and Ya-
hoo! Set 1. In these cases, the performance of LambdaLoss is clearly worse than
that of LambdaMART. The NDCG scores obtained with τ = +∞ might seem
surprising as the target metric is not optimised; however, this highlights the effect
of the gradient incoherencies intruded by τ = k and τ = k + 3.

These results are interesting as they demonstrate how gradient incoherencies
conflict with the empirical risk minimisation principle, which suggests that opti-
mising the evaluation metric should lead to higher effectiveness. In the presence
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Table 6.4: Effectiveness in terms of NDCG (percentage). Statistically significant
improvements w.r.t. τ = k+3 according to Fisher’s randomisation test [65] (with
a two-sided p-value) are marked with italic ∗ (p = 0.05) and bold ∗∗ (p = 0.01).

LambdaMART LambdaMART-eX
Dataset τ=k τ=k+3 τ=+∞ static random all all-stt all-rnd

NDCG@5

Ist-X 73.32 74.11 75.35 ∗∗ 75.19 ∗∗ 75.17 ∗∗ 75.15 ∗∗ 75.19 ∗∗ 75.17 ∗∗

Ist-S 70.19 70.42 70.64 ∗ 70.67 ∗∗ 70.71 ∗∗ 70.55 70.65 ∗ 70.64 ∗

Ist-F 67.02 67.24 67.62 ∗∗ 67.55 ∗∗ 67.67 ∗∗ 67.50 ∗∗ 67.68 ∗∗ 67.71 ∗∗

Yah 1 75.35 75.59 75.85 ∗∗ 75.67 75.59 75.63 75.73 75.67
MS 30 50.66 51.15 51.22 50.95 50.96 51.24 51.42 ∗ 51.38

NDCG@10

Ist-X 77.53 78.55 78.61 78.61 78.61 78.61 78.61 78.61
Ist-S 76.35 76.48 76.71 ∗∗ 76.66 ∗∗ 76.70 ∗∗ 76.69 ∗∗ 76.72 ∗∗ 76.70 ∗∗

Ist-F 71.85 72.07 72.39 ∗∗ 72.42 ∗∗ 72.46 ∗∗ 72.42 ∗∗ 72.35 ∗∗ 72.46 ∗∗

Yah 1 79.62 79.78 79.84 79.66 79.75 79.78 79.81 79.80
MS 30 52.66 53.02 52.98 52.96 53.08 53.23 ∗ 53.19 53.14

NDCG@15

Ist-X 79.00 79.29 79.45 79.44 79.48 79.44 79.44 79.48
Ist-S 80.63 80.59 80.73 ∗ 80.69 80.71 ∗ 80.75 ∗∗ 80.80 ∗∗ 80.73 ∗

Ist-F 75.46 75.56 75.87 ∗∗ 75.94 ∗∗ 75.90 ∗∗ 75.92 ∗∗ 76.00 ∗∗ 76.00 ∗∗

Yah 1 82.01 81.96 82.03 81.94 82.07 82.04 82.07 82.04
MS 30 54.60 54.72 54.67 54.82 54.93 ∗∗ 54.84 54.75 54.83

of gradient incoherencies, considering all document pairs provides a more accurate
gradient estimation rather than focusing solely on those maximising the truncated
metric. However, as demonstrated in the next section, this comes at a non-trivial
computational cost.

Models trained with Lambda-eX provide very interesting results. The scored
NDCG@k values are most of the times statistically significantly better than those
of the baselines with τ = k and τ = k + 3, and never statistically worse. Further-
more, they often achieve the same performance as τ = +∞.

Overall, the different Lambda-eX variants implemented for each selection strat-
egy achieve similar performance. The random variant seems to achieve statistical
improvements in most of the experiments, while all and all-static in a few
specific cases. However, the random strategy is preferable due to its lower compu-
tational complexity.

From the results in Tables 6.4 and 6.5, two interesting considerations can be
drawn about our strategy. Lambda-eX is most effective in datasets like the Is-
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Table 6.5: Effectiveness in terms of NDCG (percentage). Statistically significant
improvements w.r.t. τ = k+3 according to Fisher’s randomisation test [65] (with
a two-sided p-value) are marked with italic ∗ (p = 0.05) and bold ∗∗ (p = 0.01).

LambdaLoss LambdaLoss-eX
Dataset τ=k τ=k+3 τ=+∞ static random all all-stt all-rnd

NDCG@5

Ist-X 74.08 74.22 75.40 ∗∗ 75.33 ∗∗ 75.19 ∗∗ 75.14 ∗∗ 75.33 ∗∗ 75.19 ∗∗

Ist-S 69.97 70.50 71.11 ∗∗ 70.92 ∗∗ 70.92 ∗∗ 70.97 ∗∗ 70.95 ∗∗ 71.02 ∗∗

Ist-F 66.97 67.56 68.18 ∗∗ 68.08 ∗∗ 68.26 ∗∗ 68.24 ∗∗ 68.07 ∗∗ 68.18 ∗∗

Yah 1 75.44 75.69 74.96 75.74 75.81 75.84 75.74 75.86
MS 30 50.77 51.04 49.19 50.99 50.92 51.05 51.10 51.08

NDCG@10

Ist-X 77.91 78.35 78.74 78.94 ∗∗ 78.77 ∗ 78.94 ∗∗ 78.94 ∗∗ 78.77 ∗

Ist-S 76.63 76.89 77.37 ∗∗ 77.26 ∗∗ 77.43 ∗∗ 77.23 ∗∗ 77.44 ∗∗ 77.28 ∗∗

Ist-F 72.18 72.53 73.17 ∗∗ 73.21 ∗∗ 73.20 ∗∗ 73.16 ∗∗ 73.12 ∗∗ 73.15 ∗∗

Yah 1 79.63 79.68 79.19 79.94 ∗∗ 79.94 ∗∗ 79.98 ∗∗ 79.93 ∗∗ 79.89 ∗

MS 30 52.89 53.08 51.36 52.99 52.98 52.95 53.02 52.99

NDCG@15

Ist-X 78.81 79.06 79.73 ∗∗ 79.60 ∗ 79.78 ∗∗ 79.60 ∗ 79.60 ∗ 79.78 ∗∗

Ist-S 80.96 81.15 81.29 81.31 ∗ 81.40 ∗∗ 81.38 ∗∗ 81.38 ∗∗ 81.38 ∗∗

Ist-F 75.97 76.24 76.74 ∗∗ 76.85 ∗∗ 76.85 ∗∗ 76.83 ∗∗ 76.82 ∗∗ 76.85 ∗∗

Yah 1 81.88 81.95 81.50 82.15 ∗ 82.16 ∗∗ 82.09 82.09 82.09
MS 30 54.68 54.60 53.23 54.63 54.65 54.64 54.69 54.62

tellas which contain many non-relevant documents. As mentioned above, many
non-relevant documents increase the chance of incoherencies, which are success-
fully managed by Lambda-eX. We can conclude that Lambda-eX finds its best
application in datasets with many non-relevant documents. This is particularly
appealing in realistic scenarios where there are far fewer documents relevant to a
query than non-relevant ones.

The second interesting consideration is that as the metric cutoff k increases,
the performance gap between Lambda-eX and the baselines decreases. The reason
behind it is straightforward. Recall that in the experiments, we fixed τ equal to
the cutoff k and to the slightly larger value k + 3. Thus, with a small cutoff, the
probability of a relevant document being ranked below the truncation level is high;
consequently, many of its λij are discarded. As the cutoff increases, relevant docu-
ments are more likely to be ranked above a larger truncation level, and therefore,
their gradient is fully computed.
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Table 6.6: Efficiency in terms of training time (milliseconds). For truncated-
optimisation k = 5, i.e., evaluation metric NDCG@5.

LambdaMART LambdaMART-eX
Dataset τ=k τ=k+3 τ=+∞ stt rnd all all-stt all-rnd

training time per objective function
Ist-X 89 100 2574 115 132 118 113 130
Ist-S 12 16 31 17 20 18 18 22
Ist-F 30 38 119 43 49 46 45 52
Yah 1 3 4 12 4 6 6 6 7
MS 30 4 5 34 5 7 9 8 10

training time per tree
Ist-X 672 751 3253 792 815 795 796 813
Ist-S 156 122 143 129 129 130 130 133
Ist-F 263 288 380 306 308 301 299 307
Yah 1 207 205 215 208 294 287 209 212
MS 30 291 298 388 324 317 326 314 334

6.6.2 Efficiency

In the previous section, we showed how Lambda-eX is able to achieve statistically
significant improvement in terms of NDCG both on LambdaMART and Lamb-
daLoss when optimising truncated metrics. However, to be a valid alternative to
the algorithms optimising the un-truncated metrics, shown to be the most effective,
it needs to be more efficient.

To do so, we measure the average training time spent by the LightGBM li-
brary in training a tree and in executing the objective function (i.e., computing
the gradient for each document for each query) while training a single tree. We
run this analysis with fixed k = 5 (i.e., evaluation metric NDCG@5), affecting
the training efficiency of LambdaMARTτ=k, LambdaMARTτ=k+3 and the three
LambdaMART-eX variants. Results are reported in Table 6.6.

Note that since the difference between LambdaMART and LambdaLoss relies
only on the discounting factor in the ∆NDCGij, the computational cost of the two
algorithms is the same. For this reason, we performed the efficiency analysis only
on LambdaMART, but the results generalise also for LambdaLoss.

The average execution time of an iteration of LambdaMART-eX’s objective
function aligns with the one of LambdaMARTτ=k and LambdaMARTτ=k+3. The
reason behind this relies on a similar asymptotic complexity. As expected, Lamb-
daMARTτ=+∞ is the one that spends more time executing the objective func-
tion since it has to process O(n2) document pairs. Note that the cost of Lamb-
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daMARTτ=+∞ can be up to 30 times larger than the other competitors.
The difference in execution time of the objective functions only affects the

training of a tree with long results lists. This can be seen with Istella-X which
tree learning time increases from 792 milliseconds with LambdaMART-eX static to
3,253 milliseconds with LambdaMARTτ=+∞. This is a 4× slowdown that happens
for each of the 1,000 trees of the model trained.
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Figure 6.3: Models performance on Istella-X validation set.

Another interesting observation in favour of LambdaMART-eX’s efficiency
is that it manages to achieve the same performance as LambdaMARTτ=k and
LambdaMARTτ=k+3 with far fewer trees. In Figure 6.3, the model trained with
LambdaMART-eX random achieves the same performance as LambdaMARTτ=k with
about 250 trees in Istella-X, and the same performance as LambdaMARTτ=k+3

with 300 trees. The difference in model size significantly reduces training time,
even though the average time taken to train a single tree is similar. The same be-
haviour was observed for all the Lambda-eX variants. Furthermore, an interesting
side effect of a smaller ensemble size translates into an increase in efficiency also
at the operational phase, where an instance has to traverse a few trees.

In conclusion, LambdaMART-eX can reduce the training time compared to
LambdaMARTτ=k and LambdaMARTτ=k+3 by training equally effective models
with far fewer trees, and compared to LambdaMARTτ=+∞ especially when train-
ing datasets with a high average number of documents per query. This result
generalises to other learning algorithms such as LambdaLoss.
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6.7 In-Depth Analysis

In the previous section, we demonstrated that Lambda-eX allows training effective
and efficient models. The capability of Lambda-eX to learn more effective models
compared to a learning algorithm that optimises truncated metrics is attributed
to the reduction in the number of gradient incoherencies. However, does Lambda-
eX effectively reduce these incoherencies? To answer this question, we conducted
an in-depth analysis of the number of gradient incoherencies affecting the learn-
ing algorithms. However, before delving into the analysis, let’s briefly describe
the hyperparameters used to obtain the models whose results are reported in the
previous tables.

6.7.1 Hyperparameter Analysis

In Table 6.7 are summarised the hyperparameters used for both LambdaMART
and LambdaLoss learning algorithms. The best hyperparameters were found
through hyperparameter tuning on the validation set. Furthermore, for each
dataset, the maximum value of max bin is set to 255. The weight coefficient
µ used in the hybrid loss function NDCG-Loss2++ is set to 5, while for models
trained with Lambda-eX on MSLR-30K and Yahoo! Set 1, the best value is
0.5. Recall that the hyperparameter µ manages the trade-off between the discount
ρij of LambdaMART and δij of NDCG-Loss2, i.e., ρij + µδij.

Table 6.7: Hyperparameters per dataset.

Dataset learning rate num leaves min data min hessian

Istella-X/S/F 0.05 64 20 0.001
Yahoo! Set 1 0.02 200 100 0
MSLR-30K 0.02 400 50 0

6.7.2 Incoherency Reduction

Another important question we wanted to answer in this work is: Does Lambda-
eX reduce the number of gradient incoherencies? To answer this question, we
analyse the number of queries affected by gradient incoherencies during the training
process. We performed this analysis for LambdaMART-based models (LM). In
Figure 6.4, we report, for each tree of the trained forest, the number of queries
encompassing at least one violation of Definition 4 when optimising NDCG@k
with k = 5. We restrict our attention to the most harmful violations where a false
top-k document di gets a larger gradient than a missed top-k document dj ranked
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Figure 6.4: percentage of queries (y-axis) affected by at least one gradient inco-
herence during each tree learning (x-axis). The scale in the x-axis is logarithmic.

below k. We report the results of this analysis for both Istella-X (Figure 6.4a)
and MSLR-30K (Figure 6.4b).

Results show that using a truncation level τ = k generates the largest amount
of incoherencies in the early stage of the training process, involving about 10%
of the queries of Istella-X after 10 trees and 4% after 100 trees. However, the
number of incoherencies falls down significantly towards the end of the forest. The
initial trees of the forest are strongly affected by gradient incoherencies, which are
mostly solved afterwards. Similar behaviour is exhibited by LambdaMARTτ=k+3,
with fewer incoherencies overall. For Istella-X, this behaviour was expected
since 99.83% of its documents have relevance labels equal to 0, and, as explained
in Section 6.3.1, this increases the chance of incoherencies.

The best behaviour is obtained by LambdaMARTτ=+∞ with the number of
queries affected by gradient incoherencies that quickly fall to about 2% after 10
trees. A similar trend is for MSLR-30K dataset. This confirms that discarding
some of the λij values generates a large number of incoherencies, both in Lamb-
daMARTτ=k and LambdaMARTτ=k+3.

Interestingly enough, all the five variants of LambdaMART-eX have the same
behaviour of LambdaMARTτ=+∞. This confirms that the proposed Lambda-eX
succeeds in limiting the number of incoherencies, as with LambdaMARTτ=+∞
where all the λij are considered, but without performing all the pairwise compar-
ison of documents.

A final interesting consideration can be made by observing again Figure 6.3
where the effect of having fewer incoherencies at the beginning of the training phase
translates into more effective models already in the first trees of the ensemble.



6.7. IN-DEPTH ANALYSIS 117

The first 300 trees of LambdaMART-eX random perform as well as 1,000 trees of
LambdaMARTτ=k+3.
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6.8 Summary

In this section, we provide a comprehensive overview of the main results and con-
tributions of the study introduced in this Chapter titled “LambdaRank Gradients
are Incoherent”.

• Gradient Incoherencies: In this work, we discovered a notable issue
concerning LambdaRank and its derivatives (e.g., LambdaLoss and Lamb-
daMART); they are affected by gradient incoherencies. A gradient inco-
herency occurs when a document with higher relevance in the ground truth
receives a smaller gradient push than a document with lower relevance.
These gradient inconsistencies prevent the learning algorithm from effectively
learning the optimal rankings for training queries. Moreover, we discovered
that these incoherencies become more pronounced when optimising trun-
cated metrics. As a result, the efficiency gains brought by truncated metric
optimisation come at the expense of a reduction in model effectiveness.

• Contribution: In this work, we provided Lambda-eX, a technique to opti-
mise the truncated metric while maintaining the training efficiency of trun-
cated metric optimisation and the effectiveness of un-truncated optimisation.
Lambda-eX succeeds in both aims by expanding the set of documents for
which to compute a complete gradient estimation. Moreover, we provided
five versions of Lambda-eX, each with a different paradigm in the document
selection.

• Main Results: Through extensive experiments, we showed that Lambda-
eX allows LambdaRank-based learning algorithms such as LambdaMART
and LambdaLoss to achieve statistically significant improvement in terms of
NDCG@k with respect to models trained to directly optimise the target met-
ric while maintaining the same efficiency in terms of training time. Finally,
when Lambda-eX is used to train models on datasets with a high average
number of documents per query, it is able to achieve the same performance
as the un-truncated optimisation while significantly reducing the training
time, e.g., about 40 minutes difference in Istella-X.

• In-Depth Analysis: Through specific analysis, we have demonstrated that
the use of Lambda-eX effectively mitigates the exacerbation of gradient in-
coherencies introduced by truncated optimisation, resulting in a number of
incoherencies comparable to that achieved with non-truncated optimisations.
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6.8.1 Future Work

In this final section, we present potential avenues for future research and extensions
based on the results obtained in this study.

• Eliminate All Gradient Incoherencies: In this Chapter, we introduced
Lambda-eX, a novel technique aimed at mitigating the exacerbation of gradi-
ent incoherency resulting from truncated metric optimisation while preserv-
ing training efficiency. However, the phenomenon of gradient incoherency is
only attenuated and not entirely eliminated. So, the research problem left
unsolved in this work is how to extinguish gradient incoherencies definitively.
A possible path to reach this goal is to explore and provide more sophisti-
cated heuristics to select the most effective sets of documents, aiming to
eliminate incoherencies while preserving computational efficiency. Alterna-
tively, defining a new ∆Zij to allow any LambdaRank-based algorithm to
optimise the evaluation metric without generating incoherencies.

• Other Learning Algorithms: Additional pursuits of this research concern
discovering the presence of gradient incoherencies in other learning algo-
rithms not based on LambdaRank. Understanding how these incoherencies
manifest and influence the learning phase of such algorithms is another crit-
ical goal. Additionally, it would be interesting to elucidate how Lambda-eX,
despite its design for LambdaRank-based learning algorithms, can be an ef-
fective technique also for these algorithms, potentially alleviating the impact
of gradient incoherencies and thus improving their overall performance.

• Theoretical Formalisation: The solution proposed in this work aims to
resolve gradient incoherencies through a heuristic; moreover, the gradient
incoherency phenomenon lacks a theoretical formalisation explaining exactly
why they occur. A deeper theoretical analysis of gradient incoherencies and
their impact on the learning process could provide valuable insights. Formal
models and theoretical frameworks could be developed to understand better
the conditions under which gradient incoherencies occur and how they affect
the learning process.

• Integration with Online Learning: Lambda-eX’s ability to be efficient
during training time can be beneficial in an online learning scenario. Fur-
thermore, as shown in Section 6.6.2 in Figure 6.3, the ability of Lambda-eX
to reduce the number of gradient incoherencies allows it to learn very effec-
tive models already at the beginning of the training process, providing an
even more appealing tool for online learning, where robust and fast training
are crucial.
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Chapter 7

Discussion First Part

Part I encompasses the research works in the domain of learning to rank achieved
during my doctoral studies. This chapter summarises our main effort in designing
data-aware learning algorithms to create more effective and efficient models and
outlines interesting observations and future work directions.

In Chapter 4, we provided the definition of consistent outliers [121], which
refers to documents consistently misranked by the model during the training pro-
cess. We designed SOUR [121], a learning algorithm that detects and removes
consistent outliers within the training set. Through this work, we found that re-
moving these consistent outliers from the training set allows us to learn rankers
with a statistically significant improvement in effectiveness compared to models
trained on the entire training set without affecting the training efficiency.

In Chapter 5, we provided High Low Sampl [110], a novel document selec-
tion strategy for Selective Gradient Boosting framework. This strategy efficiently
selects relevant and non-relevant documents that contribute the most to the learn-
ing process while eliminating superfluous or detrimental documents that could
negatively impact learning quality. Our selection strategy addresses the limita-
tions of the original Sel Sampl selection strategy presented alongside the Selec-
tive Gradient Boosting framework. Specifically, High Low Sampl includes the
lowest-ranked non-relevant documents in the training set, which were previously
excluded by Sel Sampl. Including the lowest-ranked non-relevant documents
enhances training stability and reduces variance in document ranking positions
during training, resulting in more effective rankers.

Furthermore, in Chapter 6, we discovered that algorithms based on the well-
known LambdaRank learning algorithm are affected by what we refer to as gradient
incoherencies. A gradient incoherency occurs when a misranked document receives
an upward/downward push smaller than those with lower/higher relevance labels.
The push the documents receive is the gradient force of the optimised loss function.
Consequently, these incoherencies prevent the learning algorithm from learning the

121
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optimal ranking. Moreover, we discovered that optimising truncated metrics to
align with empirical risk minimisation and improve model efficiency exacerbates
the problem of gradient incoherencies, resulting in less effective models than those
optimising the entire metric. To address this exacerbation phenomenon, we in-
troduced Lambda-eX, which eliminates the exacerbation of gradient incoherencies
introduced by truncated metric optimisation while preserving its advantages.

As anticipated in the introductory section of this thesis, the contribution we
aimed to bring to the LtR domain lies in algorithms that are more aware of the in-
put data used for learning. To this aim, the algorithms presented in Chapter 4 (i.e.,
SOUR) and Chapter 5 (i.e., High Low Sampl), it is clear how these algorithms
achieve this goal. The former removes harmful documents (i.e., consistent out-
liers) from the training set; instead, the latter selectively chooses the most useful
documents from the training set (i.e., positive documents, highest-ranked non-
relevant documents, and lowest-ranked non-relevant documents). Both algorithms
actively influence the learning process by modifying the training set, creating a
higher-quality training set.

The work presented in Chapter 6 focuses on Gradient Incoherencies [122] and
seems to deviate from the objective of this thesis, i.e., to make learning algorithms
more data-aware regarding the input data. In fact, Lambda-eX [122] does not
modify the training set and performs the training on the untouched input set. De-
spite that, Lambda-eX is a data-aware algorithm. The Lambda-eX data awareness
regarding the training set shifts more toward a concept of greater efficiency than
greater effectiveness. Experimental results demonstrated that achieving effective
models does not necessarily require comparing every document within a query to
all others; instead, only a small subset of documents requires a complete compar-
ison. Lambda-eX aims to create a subset of documents within the training set
for complete comparison to allow the learning algorithm to produce models that
are as effective as those that perform complete comparison for each document but
with a more efficient training phase. Thus, conscious interaction with the train-
ing data leads to an advantage in the LtR domain by producing models of equal
effectiveness but with better efficiency in training time. Finally, we showed how
Lambda-eX allows training models to be equally effective as those trained with
truncated optimisations but with a considerable reduction in forest size (see Figure
6.3), resulting in an improvement in model efficiency in the operational phase.
We want to conclude this Chapter with an important consideration and a global
analysis of the work we did in the field of LtR. The research discoveries we made
in this first part of the thesis are presented chronologically. An idea we matured
through the last published work, that of Chapter 6 (i.e., gradient incoherencies
and Lambda-eX), could be the primary avenue for future research starting from
this thesis.
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The research question we pose is the following: Does the increase in effec-
tiveness observed in rankers trained with learning algorithms employing selection,
sampling, or training set cleaning strategies (such as Selective Gradient Boosting,
SOUR, etc.) result from an incidental reduction in gradient incoherencies caused
by the removal of problematic documents?

This question, for which we have not yet provided an answer, stands as a
significant area for future work based on this thesis, and it is raised from the
following two considerations:

First, when SOUR is used to remove consistent outliers, removing those mis-
ranked documents might equate to removing those documents that, due to gradient
incoherencies, never achieve the correct ranking. Indeed, in Section 6.3.1 and in
Figure 6.1, we already proved that removing, altering, or introducing documents
might introduce or eliminate gradient incoherencies. For example, the consistent
positive outliers in Figure 4.1 that can be seen as the document d△ in Figure 6.1(a),
misranked by the optimisation process due to the contribution that a less relevant
document receives from the documents with relevance label equal to 0. Removing
it from the training set may lead to a more coherent optimisation process.

Second, we can make an even stronger argument in the context of selection
strategies like Sel Sampl andHigh Low Sampl, where removing some negative
documents from the training set can significantly improve effectiveness. Let’s draw
a parallel between Lambda-eX and High Low Sampl applied on the Istella-X
dataset, which contains 99.83% of documents with relevance 0. In Chapter 6, we
demonstrated how the presence of many non-relevant documents in the training
set significantly increases the occurrence of gradient incoherencies. In the same
Chapter, we showed that removing these incoherencies in such datasets leads to
the highest effectiveness improvement. At the same time, we showed in Chapter 5
how the sole selection of 1% of non-relevant documents by Sel Sampl from the
training set of Istella-X produces the highest increase in effectiveness among all
the datasets and learning algorithms used in those experiments. We can conclude
that selecting only 1% of the non-relevant documents, i.e., discarding (removing)
99% of documents with relevance 0, is exactly like removing the contributions
received by document d⋆ from the non-relevant document below k, that create
gradient incoherencies and prevent document d△ from reaching the top position.
So, document selection strategies like Sel Sampl and High Low Sampl might
reduce the likelihood of gradient incoherency occurrence.

Finally, note that not only the removal of documents but also the addition or
modification of some documents and their relevance labels allows the removal of
incoherencies. Therefore, similar considerations can be made to data augmentation
or undersampling strategies.
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Part II

Robust Learning Algorithms for
Classification
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Chapter 8

Background and State of the Art

This Chapter provides an overview of the background and the state of the art
in the context of Robust Learning Algorithms for classification. It primarily fo-
cuses on Adversarial Machine Learning (AML), especially for learning algorithms
based on decision trees or forests applied to classification tasks. The Chapter in-
troduces the concepts of Attack, Attacker, and the type of attacks. Specifically, it
focuses on the type of attacks known as evasion attacks. The Chapter provides the
most common performance metrics for evaluating machine learning models in an
adversarial scenario. Then, it explores state-of-the-art strategies to enhance the
model’s robustness against evasion attacks and verify or certify the robustness of
machine learning models. Furthermore, the Chapter presents the datasets used in
the experimental phase related to this part of the thesis.

8.1 Adversarial Machine Learning

Adversarial Machine Learning (AML) is a dynamic and evolving field that resides
at the intersection of machine learning and cybersecurity. It explores the vulnera-
bilities of machine learning models and their susceptibility to adversarial attacks.
In essence, AML investigates the ways in which malicious actors can manipulate
or deceive machine learning systems, with potentially far-reaching consequences.

The first reference to Adversarial Machine Learning dates back to 2004, in the
work by Dalvi et al. [54]. Nowadays, it is a crucial point to consider during the
development of Artificial Intelligence systems. As machine learning algorithms
increasingly find applications in critical domains such as finance, healthcare, and
autonomous vehicles, the need for robust and secure models has never been more
pressing. AML seeks to address the inherent weaknesses of these algorithms when
confronted with adversarial inputs and to develop strategies that can safeguard
against these threats.

127



128 CHAPTER 8. BACKGROUND AND STATE OF THE ART

Adversarial attacks can take various forms, but one common category is eva-
sion attacks, where adversaries intentionally manipulate input data to mislead
machine learning models into making incorrect predictions or classifications. The
consequences of such attacks can be severe, impacting everything from spam filters
to image recognition systems and autonomous vehicles.

To mitigate these risks, AML researchers delve into understanding adversarial
attack strategies to develop robust machine learning models and devise methods
to certify their security and robustness. The continuous struggle between those
exploiting vulnerabilities and those strengthening machine learning systems makes
adversarial machine learning an engaging and crucial field of study with significant
implications for the future of AI and cybersecurity.

8.1.1 Attack Taxonomy

To better understand how AML poses a risk to machine learning models, it is
essential to provide a taxonomy of attacks that can be perpetrated within the
machine learning context. The literature offers a taxonomy of attacks on systems
utilising machine learning based on three fundamental features: the influence that
the attack has on the system, the type of security violation caused by the attack,
and the specificity of the attack [85, 12, 14, 6].

The feature influence is divided into two types of attack: causative and ex-
ploratory.

• causative: A causative attack is an adversarial attack where the adver-
sary interferes with the learning phase by altering the training data used to
train a machine learning model. A causative attack aims to manipulate the
model’s behaviour by injecting malicious or perturbed data into the training
set. This can decrease the model’s effectiveness, making it more susceptible
to misclassification or other security breaches. Causative attacks focus on
influencing the model’s training process.

• exploratory: An exploratory attack is an adversarial attack where the ad-
versary does not alter the training data but instead attempts to gain insights
or extract information from an already trained machine learning model. The
attacker seeks to understand the model’s vulnerabilities, decision bound-
aries, or internal parameters without modifying the learning algorithm or
the training data. This information can then be used to craft adversarial
examples or inputs that deceive the model without changing the model it-
self. Exploratory attacks focus on understanding and exploiting the existing
model’s weaknesses.
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The feature security violation is divided into three types of violation: in-
tegrity, availability and privacy violation.

• integrity violation: Integrity violation refers to a type of security breach
where an attacker attempts to deceive the machine learning model into an
incorrect classification of adversarial instances as legitimate or benign. In
other words, the attacker’s goal is to compromise the integrity of the model’s
predictions by deceiving it into making incorrect or undesired classifications.
This type of attack can lead to significant vulnerabilities in applications
such as intrusion detection systems or malware detection, where the model’s
integrity is compromised.

• availability violation: Availability violation occurs when an attacker dis-
rupts or compromises the normal functioning of a machine learning system
by forcing it to make a large number of errors or misclassifications. This type
of attack is similar to a denial-of-service (DoS) attack, where the primary
objective is to render the machine learning service unavailable to legitimate
users. Availability violation can be achieved by overwhelming the model
with adversarial inputs, causing it to fail or produce unreliable results, thus
affecting its availability for intended users.

• privacy violation: Privacy violation in adversarial machine learning per-
tains to attacks that allow an adversary to infer confidential or sensitive infor-
mation about users or individuals from the model’s responses. For example,
in a privacy violation attack, the adversary might exploit the model’s be-
haviour to glean sensitive data, such as biometric information, demographic
details, or personal preferences, even when such data should remain confi-
dential. This type of attack can have serious privacy implications and is
a significant concern in applications involving personal data and sensitive
information.

Finally, the last attack feature is specificity, which can be targeted or indis-
criminate.

• targeted: In targeted attacks, adversaries have a specific goal in mind. They
aim to manipulate the machine learning model’s behaviour towards partic-
ular instances or a restricted set of instances. These attacks are customised
to exploit vulnerabilities in the model, with the goal of achieving a particu-
lar outcome. Targeted attacks are often designed to mislead the model into
misclassifying specific data points, and they require a deep understanding of
the model’s decision-making process.
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• indiscriminate: Indiscriminate attacks are not tailored to specific instances.
The objective of an indiscriminate attack is to disrupt or confuse the model’s
classification process more broadly. These attacks seek to create a general im-
pact, such as increasing misclassifications across various classes or instances,
without focusing on a particular set of targets. Indiscriminate attacks exploit
generic vulnerabilities in the model’s architecture or training data, making
them a broader threat.

8.1.2 Adversary’s Model

Biggio et al. in [16, 14] introduced an attacker model, which can be divided
into four key facets. Firstly, the Adversary’s Goal : what the attacker intends
to target and the desired outcomes. Secondly, the Adversary’s Knowledge: the
knowledge the attacker has with the target system, encompassing their level of
insight. Thirdly, the Adversary’s Capability : the “weapons” the attacker has to
perform the attack. Lastly, the Adversary’s Strategy : how the attacker decides to
attack the machine learning system.

8.1.2.1 Adversary’s Goal

Based on the taxonomy provided in Section 8.1.1, the attacker’s goal is defined
upon the three features: influence, security violation, and specificity. Specifically,
the first feature determines at which stage of the machine learning system’s life-
cycle the attack will be executed: during the learning phase (causative) or the
operational phase (exploratory). The second feature identifies the nature of the
violation the attacker intends to inflict on the system. Lastly, the third feature
identifies the portion of the instance set on which to perform the attack (a re-
stricted subset or the whole set).

The primary objective of the attacker’s goal is to maximise the extent of damage
inflicted on the system; therefore, it can be formulated as an optimisation problem
for identifying the optimal attack strategy. Table 8.1 highlights the relationship
between the influence, specificity, and security violation features [6, 120].

8.1.2.2 Adversary’s Knowledge

The adversary’s knowledge about the model is defined by the amount of informa-
tion it has on how the model was trained. This information is the dataset used
to perform the training, how instances are represented in features, which learning
algorithm is used, which decision function is used, the model parameters and fi-
nally, the output (or feedback) returned by the model in the operational phase.
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Table 8.1: Adversary’s goal summary based on features influence, specificity, and
security violation. Due to space constraints, the values of the specificity feature,
Targeted and Indiscriminate, are referred to as T and I, respectively.

Integrity Availability Privacy

C
au

sa
ti
ve T

Permit a specific in-
trusion

Create sufficient errors
to make system unusable
for one person or service

Sign into the system as a
specific person

I
Permit at least one
intrusion

Create sufficient errors to
make learner unusable

Sign into the system as an
arbitrary person

E
x
p
lo
ra
to
ry T

Find a permitted
intrusion from a
small set of possi-
bilities

Find a set of points mis-
classified by the learner

Access information about
a specific person

I
Find a permitted
intrusion

Access information of an
arbitrary person

Based on the amount of information the attacker has on the system, it is possible
to define three main attack scenarios as reported by Biggio and Roli in [16]:

White-Box Scenario In a white-box scenario (also known as a perfect-knowledge
scenario), the adversary has complete knowledge of the target machine-learning
model. This means the attacker is aware of the model’s architecture, parameters,
training data, and internal workings. With this detailed insight, the adversary can
carefully craft and execute attacks with a deep understanding of how the model
functions. This scenario allows the adversary to perform highly effective and dam-
aging attacks due to the comprehensive knowledge of the system the attacker
possesses.

Grey-Box Scenario In a grey box scenario (also known as a limited-knowledge
scenario), the information about the target model possessed by the attacker is
partial. This partial knowledge may include some information about the training
data distribution, specific features used by the model, and the model’s internal
details or architecture. For example, in such scenarios, the attacks may have
access to only a portion of the model’s weights or a high-level description of its
structure. In this scenario, the knowledge of the attacker is not complete as in
a “white-box scenario”, and the attacker has to put more effort into producing
damaging attacks.
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Black-Box Scenario In a black box scenario (also known as a zero-knowledge
scenario), the attacker has no access to the internal model architecture, param-
eters, or any other privileged information. The attacker typically interacts with
the model by submitting input queries and observing the corresponding output
predictions. With limited knowledge, black-box attackers aim to craft adversarial
examples that can deceive the model without a deep understanding of its inner
workings. Black-box attacks are generally more challenging due to the lack of
information but are relevant in real-world scenarios where the attacker has very
limited knowledge of the model it wants to attack.

8.1.2.3 Adversary’s Capability

The adversary’s capability encompasses the arsenal of tools and resources the
attacker has to perform an attack. This not only includes determining which
dataset the attacker can potentially compromise but also extends to defining the
nature of the attack itself. Specifically, it may involve choosing between tampering
with the training set or manipulating input instances during the operational phase
(commonly referred to as the test set). Furthermore can indicate the classes of
instances the attacker is able to target.

For instance, consider the attacker’s flexibility to execute different types of
attacks. One option is the causative attack, where the attacker interferes with
both the training and test sets, thereby initiating a poisoning attack aimed at
compromising the integrity of the machine-learning system. Alternatively, the
attacker can employ an evasion attack, which exclusively targets the test set to
deceive the model.

Furthermore, the adversary’s capability also pertains to the allocation of re-
sources, often quantified in terms of a budget. This encompasses the number of
instances that can be injected or modified within each dataset and the effort re-
quired to modify the features of an instance. The careful management of these
resources plays a critical role in crafting effective adversarial strategies while ad-
hering to predefined attacker resource constraints.

8.1.2.4 Adversary’s Strategy

The adversary’s strategy specifies how the attacker should execute the attack to
pursue the adversary’s goal while leveraging on the adversary’s knowledge and
adhering to the adversary’s capability. In essence, the adversary’s strategy de-
lineates the attacker’s approach to maximise its goal by manipulating instances
within the training and/or test set while staying within the constraints imposed
by its capability and knowledge.
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In the AML contest, in most cases, the problem of determining the most effec-
tive attack strategy translates into solving an optimisation problem. The objective
function of this problem aligns with the adversary’s goal. The attacker’s capability
imposes the problem’s constraints, and how the optimisation is solved depends on
the adversary’s knowledge of the system.

8.1.3 Threat Model

Another important component in the context of adversarial machine learning is
the threat model. The threat model specifies the upper bound constraints within
which the machine learning system can be attacked, in other words, its degree
of freedom of an attacker with unlimited resources. The threat model imposes
constraints on which features an attacker can modify, how much each feature can
be perturbed, and the cost of making modifications to each feature.

It is important to note that although the threat model is closely related to the
adversary’s model, they are two distinct entities. Specifically, the threat model
outlines the full spectrum of potential attacks the system may encounter, whereas
the adversary’s model manages the stronger threat that an attacker can pose with
its capability and resources. Consequently, the attacker might produce attacks
with less strength than what the threat model permits, often due to resource
limitations. Nonetheless, it’s crucial to underscore that the attacker can never
execute an attack surpassing the constraints imposed by the threat model.

8.1.4 Type of Attack

Adversarial machine learning attacks can be categorised into classes based on
the attacker’s goal. These attacks aim to undermine the integrity and reliability
of machine learning models, often with harmful consequences. Below is a brief
description of the most common attack types found in the literature [16, 137, 67]:

• Evasion Attacks: Evasion attacks, also known as adversarial perturbations,
focus on manipulating input data to mislead a machine learning model dur-
ing its operational phase. These attacks entail making subtle, imperceptible
alterations to input instances in an attempt to deceive the model into gener-
ating incorrect predictions. For example, an image classifier might be fooled
into misclassifying a stop sign as a yield sign with only slight, strategically
engineered modifications.

• Poisoning Attacks: Poisoning attacks primarily target the training phase
of machine learning systems. The attacker injects malicious instances into
the training dataset, thereby influencing the learning process to yield a model
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that is inherently flawed. Poisoning attacks can involve introducing per-
turbed data points or strategically selected instances meant to manipulate
the model’s decision boundaries. Once trained on this corrupted set of data,
the model’s integrity becomes compromised, resulting in incorrect classifica-
tions during the operational phase.

• Model Inversion Attacks: Model inversion attacks focus on breaching the
privacy of the model’s training data. The attacker employs this approach
to reverse-engineer sensitive information that the model has been trained
on, often by exploiting subtle information leaks or output observations. By
deducing underlying patterns and sensitive features, model inversion attacks
compromise the privacy and security of the individuals or organisations that
contributed their data to train the model.

• Transferability Attacks: Transferability attacks leverage the intriguing
property that adversarial examples designed to deceive one machine learning
model can often be successfully employed to fool other models as well, even
if they are dissimilar. These attacks enable adversaries to craft a single
adversarial instance that, when misclassified by one model, can also deceive
another model. Transferability underscores the universal challenges posed
by adversarial inputs, emphasising the need for robust defences against such
threats.

8.2 Evasion Attacks

The main contribution of this thesis to the domain of adversarial machine learning
primarily focuses on making tree-based machine learning classifiers robust and cer-
tifiable when subjected to evasion attacks. In particular, following the attack tax-
onomy introduced above, we focus our discussion on evasion attacks: exploratory
attacks, producing integrity violations with indiscriminate targets in a white-box
scenario.

An evasion attack occurs during the operational phase of the machine learning
system [16, 11], e.g., when the model is applied in production and interacts with
users. Given an already trained model, the attacker manipulates the legitimate
input instances to force the model to produce incorrect predictions. These carefully
manipulated instances are referred to as adversarial examples or evasion instances.

A common example of a real-world scenario illustrating this type of attack
is the one of an aggressive seller attempting to deceive an email spam detection
system. The seller carefully obfuscates the advertising content of the email in a
way that the anti-spam system classifies that email as “ham” instead of “spam”.
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However, the modification cannot be too extreme, or the advertising message the
seller wants to convey becomes illegible even to humans.

In the creation of evasion attacks, the attacker is constrained by the adversary’s
model and the threat model. Consequently, an attacker executing an evasion
attack must adhere to different constraints. These constraints may involve the
maximum number of features allowed to be modified (attackable features) and the
degree to which each feature can be perturbed (attack magnitude). Generally,
the perturbations that the attacker can make are modelled using the notion of
cost. The costs are treated as resources the attacker must expend to carry out
the attack. The attacker has a limited budget to spend on modifying the instance.
For example, the attacker can modify a certain feature only by spending a certain
cost. If the cost of the modification exceeds the available budget, the modification
cannot be made. Therefore, the attacker can modify the instance as long as it
has a sufficient budget. The adversary’s strategy is to find the perturbation that
maximises the prediction error while staying within the budget and threat model
constraints.

The discovery of the existence of evasion attacks has raised some interesting
observations. Multiple times, it has been shown that the perturbations applied
to instances to generate effective evasion attacks are imperceptible to the human
eye [16, 126, 75, 96, 160], and humans can easily correctly classify these evasion
instances. This has led to observations such as the one made by Goodfellow et
al. in [75], where machine learning models do not learn the semantics of the
class. Therefore, even a slight alteration of the instance can produce a completely
different prediction.

8.2.1 Formal Definition

More formally, given a classifier h and let x ∈ X ⊆ Rd be a legitimate instance
represented as a d-dimensional real-valued vector x = (x(1), . . . , x(d)) with label
y ∈ Y . An attacker A aims to manipulate x to generate an evasion instance
z ∈ A(x ) such that h(x ) ̸= h(z ). The set A(x ) is the adversarial perturbation
set and resembles the formalisation of the adversary’s model. A(x ) contains all
the possible evasion instances generated by the attacker under the constraints of
the adversary’s model and threat model. Different adversary’s models and threat
models generate different adversarial perturbation sets.

The following formalisation provides a common example of an adversarial per-
turbation set for evasion attacks:

A(x ) = {z | z ∈ X ∧ ∥x − z∥ρ ≤ δ ∧ x lb ⪯ z ⪯ x ub ∧
∑

f∈B cf ≤ b} (8.1)

where B is the set of attacked features, c is a d-dimensional vector in Nd indicating
te cost cf to perturb each feature f , and b the attack’s budget. Then, u ⪯ v means
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that each element of u has to be less or equal to the corresponding element in v ,
and x lb and x ub are respectively the lower bound and upper bound that the evasion
instance z can assume.

The three constraints in Equation 8.1 ensure consistency between z and the
adversary’s capability. The constraint ∥x − z∥ρ ≤ δ implies that the difference
between x and z , with respect to the Lρ-norm or any distance function must be
at most δ ∈ R. The box constraint x lb ⪯ z ⪯ x ub has two roles. First, ensures
that the instance z remains within a fixed bound of values, e.g., by setting x lb = 0
and x ub = 1, the instance z is bounded in [0, 1]d. Second, it allows to model non-
attackable features; i.e., to ensure f being a non-attackable feature, it is sufficient
to impose x

(f)
lb = x

(f)
ub = x(f). Finally,

∑
f∈B cf ≤ b ensures that the overall cost of

perturbing the features in B does not exceed the attacker’s budget b.
To achieve this goal, attackers typically solve an optimisation problem to find

the minimal perturbation of x that adheres to the constraints of the adversary’s
model and the threat model, enabling the creation of the evasion instance z that
deceives the model. However, there are two different types of evasion attacks:
binary evasion attacks and multiclass evasion attacks, each with different
goals and optimisation strategies.

8.2.1.1 Binary Evasion Attacks

In the context of adversarial machine learning, a binary evasion attack is a type
of attack in which an attacker seeks to manipulate a binary classifier to produce a
desired binary response (often a “positive” or “negative” classification). In other
words, the goal of the attack is to influence the model to make a specific decision,
such as classifying an input as positive when it should actually be classified as
negative, or vice versa.

This type of attack can have significant consequences in applications where bi-
nary decisions are critical, such as malware classification, financial fraud detection,
or medical diagnosis. The adversary’s goal is to push an instance as far as possible
beyond the decision boundary that divides the two classes.

More formally, in a binary classification task with Y = {−1, 1}, it is possible to
generalise the intent of the attacker to look for an adversarial example to deceive
the model h through the following optimisation problem [120]:

argmin
z∈A(x )

h(z )y

where the prediction h(z ) denote the confidence score of the binary classifier h on
the evasion instace z . The smaller the h(z )y value, the larger the error produced
by h in predicting z .
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(a) Linear model (b) Non-linear model

Figure 8.1: Binary evasion attacks. The regions around the point x represent the
constraint imposed by ∥x − z∥∞ ≤ δ, i.e., the L∞-norm.

Figure 8.1 shows two examples of binary evasion attacks in the context of a
linear and a non-linear model, respectively. Note that in the experimental section
of this part of the thesis, we primarily focus on binary evasion attacks.

8.2.1.2 Multiclass Evasion Attacks

In a multiclass problem, the machine learning system must discriminate an instance
belonging to a specific class among many others. In the context of adversarial
machine learning, a multiclass evasion attack occurs when an attacker tries to
manipulate a multiclass classifier to force it to classify the evasion instance in any
(or in a specific class) of the available classes.

In this context, the attacker can perform two types of attack [126]:

• Error-Generic Evasion Attacks: With an error-generic evasion attack,
the attacker attempts to misclassify an instance into one of the other classes.

• Error-Specific Evasion Attacks: With an error-specific evasion attack,
the attacker attempts to misclassify an instance into a specific class.

In particular, in the error-generic scenario, the adversary has an interest in at-
tacking the model, regardless of the class in which the adversarial example is
misclassified. It is sufficient that the ending class is different from the original.
For example, a well-known criminal has an interest in not being recognised by a
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video surveillance system, but he is not interested in the identity with which he is
mistakenly associated. Instead, in the error-specific scenario, the attacker wants
to be classified in a specific class. This can be seen as a person attempting to au-
thenticate as a specific user within a system. In this case, the attacker is interested
in being misclassified as that person. Below, for each scenario, the optimisation
problem that the adversary must solve to create an evasion instance is formalised.

Error-Generic Evasion Attacks To generate an error-generic evasion instance,
the attacker must solve the following optimisation problem:

argmin
z∈A(x )

∆(z )

where ∆(z ) is defined as:

∆(x ) = ha(x )−max
a̸=b

hb(x ).

and where a, b ∈ Y and hy(x ) denotes the confidence score of the classifier h on
the instance x for any class y ∈ Y . The label a represents the original class of the
instance x , while b represents any class different from the original one, in which
the attacker tries to misclassify the evasion instance z . The maximisation problem
maxa̸=b hb(x ) looks for the wrong class b ̸= a, which hb(z ) produces the highest
prediction score. Finally, the minimisation of ∆(z ) forces the optimisation problem
to look for the perturbed instance z that produces the minimum predicted score
difference between the original class a and the class that generated the highest
prediction score b. In other words, this means finding the evasion instance z
misclassified into the closest class to x .

Error-Specific evasion attacks To generate an error-specific evasion instance,
the attacker must solve the following optimisation problem:

argmax
z∈A(x )

∆(z )

The difference with the error-generic scenario lies exclusively in the transfor-
mation of the minimisation problem into a maximisation problem. The label b
represents the adversary’s target class, the one in which the attacker wants its
evasion instance z to be misclassified. On the other hand, label a represents the
original class of the legitimate instance x .

In this case, the attacker looks for the best perturbation of x , which generates
the highest score difference between the target class b and the original class a.
The larger the difference, the greater the model’s error when it misclassifies z as
b instead of a.
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(a) Error-generic evasion attack (b) Error-specific evasion attack

Figure 8.2: Multiclass evasion attacks. Figure (a): the attacker looks for the
closest class to x to generate an error-generic evasion instance z . Figure (b): the
attacker looks for an error-specific evasion instance z ∈ A(x ) with the highest
score in the target class ▷ (triangle).

Finally, Figure 8.2 points out the differences between error-generic (Figure
8.2a) and error-specific (Figure 8.2b) evasion attacks.

8.2.2 Common Adversary’s Constraints

Recall the definition of the adversarial perturbation set A(x ) provided in Equation
8.1. Commonly, the constraints employed to model the attacker’s capability take
the form of ∥x−z∥ρ ≤ δ. This constraint indicates that the evasion instance z can
deviate from the original instance x by at most δ according to a certain constraint
modelled by ∥·∥ρ. These constraints are generally modelled using Lρ-norm. The
most common norms used in adversarial machine learning are as follows:

• The L0-norm: ∥x − z∥0 =
∑d

f=1 1[x
(f) ̸= z(f)]

• The L1-norm: ∥x − z∥1 =
∑d

f=1 |x(f) − z(f)|

• The L2-norm: ∥x − z∥2 =
√∑d

f=1(x
(f) − z(f))2

• The L∞-norm: ∥x − z∥∞ = maxf |x(f) − z(f)|
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During the experimental phase of this part of the thesis, the primary norms
used are the L0-norm and the L∞-norm.

8.2.3 Evaluation Metrics

In the context of a machine learning model subjected to evasion attacks, there
are generally two scenarios for performance evaluation: performance under nor-
mal conditions, i.e., when the model is not under attack, and performance under
attack, i.e., the model’s performance when exposed to malicious instances. Be-
low are summarised the most common metrics for evaluating the performance of
classification models under normal conditions:

The Accuracy (ACC) metric is probably the most well-known metric for as-
sessing the performance of a classification model. It is calculated by measuring the
ratio of correctly predicted instances to the total number of available instances.
The Precision and Recall metrics, previously discussed for ranking in Section 3.2.2,
calculate the fraction of positive instances predicted correctly compared to all in-
stances predicted as positive and the fraction of positive instances predicted cor-
rectly compared to all actual positive instances. Furthermore, the Area Under the
Precision-Recall Curve (AUC-PR) metric assesses the trade-off between Precision
and Recall. This metric provides a nuanced perspective, particularly beneficial
when dealing with imbalanced datasets where one class significantly outweighs the
other. The Receiver Operating Characteristic - Area Under the Curve (ROC-AUC)
[18] metric measures the model’s ability to distinguish between positive and neg-
ative classes. A value of 1 indicates a perfect model, while 0.5 indicates a model
that is no better than a random choice. The Log Loss is another critical metric,
measuring the accuracy of predicted probabilities compared to actual probabil-
ities. Minimising Log Loss indicates a model’s proficiency in providing precise
probability estimates. The Confusion Matrix offers a comprehensive overview of a
model’s predictions, detailing the counts of True Positives, True Negatives, False
Positives, and False Negatives. This matrix serves as the foundation for deriving
various performance metrics. Matthews Correlation Coefficient (MCC) [124] is a
single-value metric that encapsulates the overall quality of a classifier, considering
the balance between classes. A value of +1 denotes perfect predictions, 0 suggests
random predictions, and −1 signifies perfect incorrect predictions.

Many of the just introduced metrics can be adapted to measure the model’s
performance under attack. For example, the Robust Accuracy (or Robustness)
measures the percentage of correct model predictions on evasion instances com-
pared to the total number of evasion instances. Robust Precision measures the
fraction of adversarial instances correctly predicted as positive compared to the
total number of adversarial instances classified as positive, while Robust Recall
measures the fraction of adversarial instances correctly predicted as positive com-
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pared to the total number of actual positive adversarial instances. The AUC-ROC
metric can also be used to evaluate the model performance under adversarial at-
tacks by measuring the model’s ability to distinguish between positive and negative
classes on evasion instances. Additionally, there is a less strict version of Robust-
ness called Stability, which measures how many legitimate instances under attack
do not cause a change in the model’s prediction, regardless of whether the model’s
prediction on the legitimate instance is correct or not.

Below, we delve into the details of the metrics used to evaluate the model’s
accuracy and performance under attack in the studies covered in this part of the
thesis.

8.2.3.1 Accuracy

Among the evaluation metrics under normal conditions listed above, the one we
utilised for the experimental part of this thesis is Accuracy (ACC). Let D be a
set of legitimate instances, i.e., instances not manipulated by the attacker, and let
h be the classifier we want to evaluate. For each instance (x , y) ∈ D, Accuracy
measures the ratio of instances correctly classified by h over the total number of
instances in the set D. Formally, we can define the Accuracy metric as follows:

ACC =

∑
(x ,y)∈D 1[h(x ) = y]

|D| (8.2)

8.2.3.2 Stability

Given an instance x ∈ X , the classifier h, and let A(x ) be the adversarial per-
turbation set of evasion instances z , the classifier h is stable on x with respect to
A(x ) if the following definition holds:

Definition 5 (Stability). The classifier h is stable on the instance x if and only
if, for every adversarial instance z ∈ A(x ), we have h(z ) = h(x ).

Stability is useful for the security certification of classifiers: if the classifier h is
stable on the instance x , no adversarial instance z ∈ A(x ) can be assigned a label
different from the classifier prediction h(x ); hence no evasion attack is possible.
However, stability does not capture whether a classifier is useful in practice: for
example, a trivial classifier which always predicts a constant class is stable for any
instance in X .

8.2.3.3 Robustness

Due to the lack of accuracy concerns in the definition of stability, the actual
property of interest for classifiers deployed in adversarial settings is robustness,
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which additionally requires the classifier to perform correct predictions.
Given an instance x ∈ X with label y ∈ Y , the classifier h, and let A(x ) be

the adversarial perturbation set of evasion instances z , the classifier h is robust
on x with respect to A(x ) if the following definition holds:

Definition 6 (Robustness). The classifier h is robust on the instance x if and
only if h(x ) = y and h is stable on x .

Regarding the metrics for assessing the model’s performance under attack, we
employed Robustness (or Robust Accuracy). This metric evaluates the model’s
performance by taking into account the evasion instances generated by the at-
tacker. Given a set of instances D, the Robustness (R(A)) metric measures how
many instances x ∈ D are robust for classifier h under the attacks generated by
the adversary’s model A. In other words, the Robustness measures for how many
instances x ∈ D there not exists an evasion instance z ∈ A(x ) such that h(z ) ̸= y,
i.e., a successful attack. Formally, given an attacker A (i.e., an adversary’s model),
we define the Robustness metric as follows:

R(A) =

∑
(x ,y)∈D 1[∀z ∈ A(x ) |h(z ) = y]

|D| (8.3)

Note that Robustness is computationally expensive to compute, as it requires
the generation of all evasion instances z ∈ A(x ) for each x ∈ D.

8.2.4 Countermeasures to Evasion Attacks

The countermeasures that can be used to defend machine learning systems against
evasion attacks can essentially be divided into two categories: creating more robust
models against evasion attacks by sacrificing model accuracy in non-adversarial
scenarios and designing algorithms that provide a fast robustness verification or
certification of the machine learning system. This section is then divided into two
parts. The first part focuses on the state of the art in developing more robust
machine learning models. The second part covers the verification and certification
of the robustness of the models.

For both sections, special attention is given to tree-based learning algorithms.
The reason behind this is that, over the last years, research in this domain has
primarily focused on linear classifiers [109, 15] and neural networks [160, 75], ne-
glecting tree-based models. Decision trees are interpretable models [162], yielding
human-understandable predictions regarding syntactic checks over domain fea-
tures, which is particularly appealing in the security setting. Moreover, deci-
sion trees ensembles are nowadays one of the best methods for dealing with non-
perceptual problems and Learning to Rank tasks.
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8.2.4.1 Adversarial Robustness Enhancement

As the vulnerability of machine learning models to various types of attacks came to
light, researchers in the domain of machine learning actively engaged in designing
robust models, addressing both linear and non-linear models. For example, Sup-
port Vector Machine (SVM) [52], a well-known model in ML, was deeply examined
by Biggio et al. in [12], revealing its susceptibility to evasion, poisoning, and pri-
vacy attacks. The same work provided countermeasures for each attack through
an adversary-aware design of SVM models. In contrast, Chen et al. in [48] in-
troduced Randomized-SVM, a version of SVM resistant to generalised adversarial
attacks under uncertainty, achieved by training a distribution of classifiers instead
of a single one.

An interesting and widely used technique for enhancing model robustness is ad-
versarial training. Adversarial training involves incorporating evasion instances,
alongside legitimate instances, into the training set during the model training
phase. This approach allows the model to learn a decision boundary that is more
robust against evasion attacks. The effectiveness of adversarial training is highly
dependent on the strength of the generated attacks and the capability of the at-
tack generator to distribute the attacks across different areas of the feature space,
ensuring better model generalisation.

The vulnerability of neural networks (NN) to evasion attacks was extensively
investigated by Goodfellow et al. in [75]. They attributed the susceptibility of NN
models to evasion attacks to the linear nature of NN in high-dimensional spaces.
In the same work, they provided a fast method for generating evasion instances
against NNs, and these instances were used to train robust maxout networks [76]
through adversarial training.

Kurakin et al. in [96] proposed a way to scale adversarial training efficiently
to large models and datasets, along with a solution to the label leaking effect
that causes adversarially trained models to be more robust on perturbed instances
than on original instances. Madry et al. [117], instead, enhanced the robustness of
neural networks through robust optimisation, utilising a natural saddle point for-
mulation to capture security against adversarial attacks. Building upon this work,
Cai et al. in [29] extended the concept of adversarial training. They advocated
for a gradual injection of increasingly stronger evasion instances, leading to more
robust models than those trained immediately with stronger attacks. They called
this strategy Curriculum Adversarial Training ; an optimised adversarial training
approach. In addition, to prevent the model from catastrophic forgetting problem,
i.e., forgetting the weakest attacks, they introduced the batch mixing technique
during the training phase. This technique involves introducing lower-intensity
attacks during the training of stronger attacks.

The literature also presents works aimed at enhancing the robustness of tree-
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based models. Kantchelian et al. in [92] devised two new algorithms to generate
evasion instances tailored for tree-based ensembles such as gradient boosted deci-
sion trees and random forests. The first algorithm relies on Mixed Integer Linear
Programming (MILP), which identifies the optimal solution at a high computa-
tional cost. The second algorithm, named symbolic prediction, prioritises speed
over optimality but still produces effective evasion instances. This last algorithm
was used to train hardened GBDT models through adversarial boosting (i.e., adver-
sarial training applied at each boosting iteration), with evasion instances generated
by the symbolic prediction algorithm. These algorithms empirically demonstrated
the vulnerability of both random forests and GBDTs to evasion attacks and high-
lighted how adversarial boosting can enhance the robustness of tree-based learning
algorithms.

Chen et al. [45] designed an algorithm named Robust Split, aiming to create
reliable models robust against evasion attacks by formulating the decision tree
training process as an optimisation problem for determining the best splitting
point. Robust Split considers the distance between data points and optimises
worst-case performance under adversarial perturbations. Although models trained
with Robust Split exhibit slightly lower accuracy on legitimate instances, they are
more robust when facing evasion instances.

Subsequently, Calzavara et al. [36] developed a novel method for learning
decision trees that are simultaneously accurate and nearly insensitive to evasion
attacks. The learning algorithm, named Training Evasion-Aware Decision Trees
(TREANT), serves as a base-learning algorithm to train the base learners of a
random forest. In essence, the TREANT algorithm does not substantially differ
from the learning algorithm of a normal decision tree. The model’s robustness
is guaranteed by how the dataset is partitioned during the tree’s growth phase.
During dataset division, the algorithm ensures that the loss resulting from the
division is the lowest compared to the maximum loss generated by all possible
attacks. To do so, the algorithm exploits the optimisation problem designed by
Madry et al. in [117].

8.2.4.2 Certified and Verifiable Model Robustness

Alongside the research to develop more robust models against evasion attacks,
a branch of research is dedicated to creating learning algorithms that are verifi-
able or certifiable by design or algorithms that provide robustness verification or
certification for already trained models.

Providing robustness certification means finding the minimal perturbation for
which no effective attack exists or finding a lower bound of robustness where
false negatives, i.e., legitimate instances classified as attacks, may occur but not
false positives, i.e., attacks classified as legitimate. On the other hand, robustness
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verification focuses on checking whether, given a legitimate instance, there exists an
effective adversarial example without actually generating all the evasion instances
in the adversarial perturbation set A(x).

It is noteworthy that in the literature, the distinction between robustness cer-
tification and verification is not always clear-cut, and the two terms are often used
interchangeably. Additionally, sometimes, the former is called sound verification,
while the latter is called complete verification.

These algorithms aim to compute model robustness more quickly, thereby cir-
cumventing the intractability of generating all possible attacks to verify the exis-
tence of an effective evasion attack. In fact, Kantchelian et al. in [92] demonstrated
that verifying security against evasion attacks for decision tree ensembles is NP-
complete when malicious perturbations are modelled with an arbitrary norm.

For this reason, several algorithms have been developed to make machine learn-
ing models verifiable or verify existing models. Chen et al. in [46] addressed the
robustness verification problem for general tree-based models, including decision
trees, random forests, and gradient boosted decision trees. They presented a sim-
ple linear-time algorithm for verifying a single tree. Additionally, they designed a
solution for tree ensembles by formulating the verification problem as a max-clique
problem on a multipartite graph with bounded boxicity, which, under certain con-
ditions, can be executed with a polynomial-time algorithm.

Building on the work of Gehr et al. in [73] for neural networks, Ranzato and
Zanella in [145] applied the concept of abstract interpretation to develop a tool
called Silva for the formal verification of robustness and stability properties of
tree-based ensembles. Silva utilises an abstract domain of not necessarily closed
real hyperrectangles and is capable of conducting complete robustness checks of
standard adversarial perturbations and outputting concrete adversarial attacks.

Leino et al. in [100] formalised a notion of global robustness, capturing the
operational properties of online local robustness certification while providing a
natural learning objective for robust training. Local robustness is the classical
definition of robust and refers to the model’s robustness computed locally at the
instance level, i.e., the perturbations near individual instances. Global robustness
refers to the model robustness with respect to the whole feature space. They
achieved global robustness by introducing a special class representing instances
falling within an area near the decision boundary, where a perturbation could
lead to a class change. If an instance falls within these areas, the prediction is
rejected. Finally, this work demonstrated how widely-used architectures can be
easily adapted to this objective by incorporating efficient global Lipschitz bounds
into the network, resulting in certifiably constructed models that achieve state-of-
the-art verifiable and clean accuracy.

Yang et al. in [183] focused on providing certified robustness for ensemble
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models, along with sufficient and necessary conditions for robustness for differ-
ent ensemble methods. They discovered that diversified gradients and a large
confidence margin are sufficient and necessary conditions for certifiably robust
ensemble models under the model-smoothness assumption. Then, they provide
a bounded model-smoothness analysis based on the proposed Ensemble-before-
Smoothing strategy. Through these theoretical findings, they propose lightweight
Diversity Regularized Training (DRT) to train certifiably robust ensemble ML
models.

In a more recent research effort by Calzavara et al. in [32], they exploited a
restricted class of decision tree ensembles called large-spread ensembles to design a
verifiable learning algorithm for training polynomial time verifiable models. More-
over, they proved that large-spread ensembles are more robust than traditional
ensembles against evasion attacks at the cost of an acceptable loss of accuracy in
the non-adversarial setting.

8.2.5 Benchmark Datasets

In this section, we introduce the classification datasets employed in the experi-
mental sections of the research encompassed within this part of the thesis. Table
8.2 summarises the fundamental details of these datasets. The list comprises a
total of 8 publicly available datasets, each featuring a varying number of classes,
ranging from 2 to 11.

As previously mentioned, the works presented in this part of the thesis only
focus on binary classification tasks. Consequently, in the case of multiclass datasets
(more than two classes), we selected and isolated two specific classes or merged
classes with fewer instances to create a larger class suitable for binary classification.
The details of each dataset transformation are addressed in the corresponding
work’s Chapters.

• Wine [66]: The Wine dataset is a well-known dataset for classification.
The dataset contains information pertaining to the outcomes of a chemical
examination conducted on wines cultivated in a specific Italian region. These
analyses were conducted on wines originating from three distinct cultivars.
The analysis focused on quantifying the presence of 13 different constituents
within each variant of the wines. The classification task aims to identify the
cultivar of origin based on the features representing 13 different constituents
within the wine. The dataset contains 3 classes; however, in the experiments,
we collapsed two classes in one class to perform binary classification tasks.
In this scenario, an attacker alters the constituents of the wine coming from
a cultivar to make it appear as if it comes from another cultivar. The dataset
can be downloaded from https://archive.ics.uci.edu/dataset/109/wine.

https://archive.ics.uci.edu/dataset/109/wine
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Table 8.2: Datasets properties.

Dataset #features #instances #classes

Wine [66] 13 178 3
Spam Base [84] 57 4,601 2
Breast Cancer D [158] 30 569 2
Breast Cancer O [10] 9 683 2
MNIST [99] 784 70,700 10
Diabetes [156] 8 768 2
Cod-RNA [167] 8 59,535 2
Sensorless [7] 48 58,509 11

• Spam Base [84]: The Spam Base dataset focuses on the “spam” concept,
encompassing various forms such as advertisements for products/websites,
get-rich-quick schemes, chain letters, etc. The objective of the classification
task associated with this dataset is to correctly determine whether a given
email is spam or not. The Spam Base dataset is well-known in the adver-
sarial machine learning domain. In this scenario, the attacker’s aim is to
deceive the model to classify spam emails as ham (not spam). The dataset
can be downloaded from https://archive.ics.uci.edu/dataset/94/spambase.

• Breast Cancer D [158]: The Breast Cancer D dataset is the Breast
Cancer Wisconsin (Diagnostic) dataset, which includes features ex-
tracted from breast masses classified as “benign” or “malignant”. This
dataset is used to train binary classification models to determine whether
a breast mass is benign or malignant. In detail, the dataset involves fea-
tures computed from a digitised image of a fine needle aspirate (FNA) of
a breast mass. These features specifically capture characteristics of the
cell nuclei present in the image. The dataset can be downloaded from
https://archive.ics.uci.edu/dataset/17/breast+cancer+wisconsin+diagnostic.

• Breast Cancer O [10]: The Breast Cancer O dataset is the Breast
Cancer Wisconsin (Original) dataset, which includes features extracted
from breast masses classified as “benign” or “malignant”. The dataset con-
tains 16 instances with missing values, which we removed in the experi-
ments. The dataset was acquired by the University of Wisconsin Hospitals,
Madison. It comprises features such as clump thickness, uniformity of cell
size, uniformity of cell shape, marginal adhesion, and others. This dataset
is utilised for training binary classification models to determine whether a
breast mass is benign or malignant. The dataset can be downloaded from

https://archive.ics.uci.edu/dataset/94/spambase
https://archive.ics.uci.edu/dataset/17/breast+cancer+wisconsin+diagnostic
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https://archive.ics.uci.edu/dataset/15/breast+cancer+wisconsin+original.

• MNIST [99]: The MNIST dataset comprises a collection of 70,000 images,
each intricately detailed at 28x28 pixels, resulting in a total of 784 pix-
els per image. These images encapsulate handwritten digits ranging from
0 to 9 (ten classes). Each image is represented with a two-dimensional
pixel matrix of greyscale values. The greyscale values of each pixel span
from 0 to 255, providing a spectrum of shades that collectively form the
visual representations of numerical characters. MNIST stands as a funda-
mental benchmark in the realm of machine learning, commonly employed
for training and testing image classification algorithms. The dataset con-
tains 10 classes; however, in the experiments, we isolated two classes and
performed binary classification tasks. The dataset can be downloaded from
https://web.archive.org/web/20220331130319/https://yann.lecun.com/exdb
/mnist/

• Diabetes [156]: The Diabetes dataset originates from the National Insti-
tute of Diabetes and Digestive and Kidney Diseases. The dataset contains
extracted features to predict whether a patient has diabetes or not. The
predictions are based on specific diagnostic measurements contained in the
dataset. The instances were selected under certain constraints from a larger
database, with a focus on female patients who are at least 21 years old and of
Pima Indian heritage. The dataset comprises various medical predictor vari-
ables, such as the number of pregnancies, BMI (Body Mass Index), insulin
level, age, and others. Through this dataset, it is possible to train binary
classifiers to predict whether a patient has diabetes or not. The dataset can
be downloaded from https://www.kaggle.com/datasets/uciml/pima-indians-
diabetes-database.

• Cod-RNA [167]: The Cod-RNA dataset provided by Uzilov et al. in [167]
contains two classes and is used in binary classification tasks. The dataset is
designed for detecting non-coding RNAs based on the predicted free energy
change for secondary structure formation. The dataset can be downloaded
from https://www.csie.ntu.edu.tw/c̃jlin/libsvmtools/datasets/binary.html#
cod-rna.

• Sensorless [7]: The Sensorless dataset comprises features extracted
from electric current drive signals, where the drive system includes both in-
tact and defective components. The dataset encompasses 11 distinct classes,
each representing a different condition. These conditions have been measured
multiple times under 12 operating conditions, encompassing various speeds,
load moments, and load forces. The dataset contains 11 classes, so it is

https://archive.ics.uci.edu/dataset/15/breast+cancer+wisconsin+original
https://web.archive.org/web/20220331130319/https://yann.lecun.com/exdb/mnist/
https://web.archive.org/web/20220331130319/https://yann.lecun.com/exdb/mnist/
https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-database
https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-database
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#cod-rna
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#cod-rna
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suitable for multiclass classification tasks. However, during the experiments,
we isolated two classes and performed binary classification tasks. The dataset
can be downloaded from https://archive.ics.uci.edu/dataset/325/dataset+for
+sensorless+drive+diagnosis.

https://archive.ics.uci.edu/dataset/325/dataset+for+sensorless+drive+diagnosis
https://archive.ics.uci.edu/dataset/325/dataset+for+sensorless+drive+diagnosis
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8.3 Summary

In this chapter, we introduced the fundamental concepts and knowledge necessary
to understand our contribution to the domain of Adversarial Machine Learning.
Below is a brief summary of the key concepts discussed in this chapter.

• Adversarial Machine Learning: In this section, we introduced the con-
cept of adversarial machine learning affecting the machine learning systems.
We provided a detailed description of the adversary’s model, encompassing
its goal, knowledge, capability and strategy, and the difference to the threat
model. Lastly, we briefly described the types of adversarial attacks.

• Positioning of This Work: In this thesis, we focus on making tree-based
binary classifiers robust and certifiable when subjected to evasion attacks
characterised as exploratory attacks, producing integrity violations with
indiscriminate targets in a white-box scenario.

• Evasion Attacks: Given that this part of the thesis primarily focuses on
evasion attacks, we furnished a detailed definition of evasion attacks and
made a distinction between binary and multiclass evasion attacks. We intro-
duced the concept of the adversarial perturbation set, i.e., the collection
of all evasion instances generable by the attacker starting from a legitimate
instance. Finally, we presented the most common constraints used to model
the adversary’s model and threat model.

• Evaluation Metrics: We introduced the most common metrics used in
machine learning to assess the effectiveness of classification models with or
without the presence of evasion attacks. Among the presented metrics, there
is theAccuracy, which measures the number of instances classified correctly
and the Robustness, which measures how many instances do not have an
evasion instance that produces an incorrect prediction.

• Countermeasures: In this section, we introduced the state of the art in
the domain of adversarial machine learning in a binary classification sce-
nario. We focused specifically on the literature concerning designing robust
learning algorithms robust to evasion attacks and on verify or certify
model robustness under evasion attacks.

• Benchmark Datasets: In the final section of this chapter, we introduced
eight benchmark datasets used in the experiments for evaluating the effec-
tiveness of the models, both with and without the presence of the attacker.
Each dataset possesses distinct characteristics, varying in the number of in-
stances and features.



Chapter 9

Feature Partitioned Forests

In this chapter, we illustrate the work titled “Feature Partitioning for Robust Tree
Ensembles and their Certification in Adversarial Scenarios”, in proceedings as a
full paper at the EURASIP Journal on Information Security, 2021. Further details
can be found in the reference [34].

As mentioned in Section 8.1, machine learning models are deployed in a large
variety of contexts such as system security, health care, control critical processes,
and other [85, 16]. Unfortunately, traditional machine learning algorithms are
proved to be vulnerable to a wide range of attacks, and in particular to evasion
attacks, where an attacker carefully manipulates an input instance to force model’s
prediction errors [11, 131, 138, 128].

In this work, we present a meta-learning algorithm named Feature-Partitioned
Forest (FPF) to train ensembles of decision trees robust against evasion attacks
constrained by L0-norm perturbations. In particular, we focus on binary classi-
fication tasks and show that the proposed algorithm can train models that are
robust by construction. The algorithm benefits from the theoretical property that
the majority of the base learners in the ensemble are never affected by the evasion
instances attacking the model.

The idea behind FPF that provides the theoretical guarantees relies on how
the feature set is partitioned at training time. Specifically, we randomly equi-
partition the set of features and train each tree of the ensemble on a distinct feature
partition. Such sampling limits the number of features considered by a single tree,
and therefore, it limits the number of trees affected by the perturbations on a set
of features.

Along with FPF, we provide two certification methods for our tree-based en-
sembles that efficiently compute a lower bound of the model’s robustness under
attack. Finding a successful attack requires finding a set of features of a given
instance that, if corrupted, affects the prediction of the model. In general, this
requires an exhaustive search of all the possible feature subsets and their possi-
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ble modifications, which becomes quickly unfeasible for powerful attacks or large
feature sets. We show that this problem can be reduced to a partial set cover
problem, and we use efficient set cover algorithms to assess the non-existence of
harmful attacks. By certifying the non-existence of attacks for some instances of a
given set, we can provide an accurate model’s robustness lower bound in polyno-
mial time. Furthermore, we devise a cascading strategy where instances found by
the proposed lower bounds as potentially attackable are eventually evaluated with
a slow exact method. The cascading strategy can reduce the total running time
up to two orders of magnitude and provide an exact local robustness computation.

In summary, the contributions of this work are as follows: i) We design a
novel meta tree-ensemble learning algorithm named Feature-Partitioned Forest
that is robust against adversarial attacks by construction. ii) We provide two
novel certification methods that quickly compute a lower bound of the model’s
robustness on a given set of legitimate instances. iii) We devise an exact cascading
strategy for robustness verification by exploiting the proposed lower bounds as a
fast preprocessing filter.

We experimentally evaluate FPF on three public datasets and show that FPF
trains tree-based ensembles that achieved an improvement of up to 16% in terms
of robustness compared to the baselines. Moreover, we empirically demonstrated
how the proposed robustness lower bound certifiers are accurate and can provide
a 100× speed-up compared to an efficient brute force verifier.

The Chapter is structured as follows. In Section 9.1, we introduce the related
work specific to decision-tree-based ensemble methods in the domain of evasion
attacks. In Section 9.2, we delve into the definition of the threat model and the
adversary’s model. In Section 9.3, we delve into the main contribution of this work.
We introduce Feature-Partitioned Forest and the theoretical guarantees behind it.
In Section 9.4, we introduce the second contribution of this work: two certification
algorithms to compute a lower bound of FPF-based models’ robustness. Moreover,
we provide an efficient cascade verification algorithm for exact robustness compu-
tation. Section 9.5 details the experimental setup used to perform experiments
and the learning algorithms employed to assess the robustness of our solution. In
Section 9.6, the primary outcomes are presented, emphasising the accuracy and
robustness of the learning algorithms, as well as the accuracy and efficiency of the
robustness certifiers and verifiers. Section 9.7 provides in-depth empirical and an-
alytical studies of the behaviour of FPF on varying its hyperparameters. Finally,
in Section 9.8, we summarise our contributions, results, and potential future work.
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9.1 Related Work: Robust Training

Most of the work in adversarial learning regards classifiers, particularly binary
ones. The attacker starts from a legitimate instance that is classified correctly by
the machine learning system and tries to perturb the instance to force the model
to change the predicted class [130, 11, 14, 157, 92, 39, 55, 75]. To prevent these
attacks, different techniques have been proposed for different models, including
support vector machines [15, 181, 48], deep neural networks [78, 75, 139], decision
tree ensembles [92, 45, 36, 4], and others learning algorithms.

As mentioned in Seccion 8.2.4, the main research directions investigated entan-
gling the models’ robustness to evasion attacks divided into enriching the training
dataset (e.g., adversarial training) [92, 160] and attack-aware loss function [45, 36].

Kantchelian et al. in [92] borrowed the idea of the adversarial training ap-
proach from Szegedy et al. [160] and applied it to GBDTs. A greedy algorithm
named symbolic prediction is exploited at each boosting round to create an effec-
tive evasion instance for every legitimate instance in the training set. Then, each
tree in the ensemble is trained on both original and perturbed instances. This ap-
proach has increased the models’s robustness; however, it comes at the expense of
training efficiency. Indeed, the necessity to generate new evasion instances at each
boosting round makes this algorithm impractical for large datasets. Additionally,
as for other adversarial training approaches, evasion instances generated from the
training set may not accurately represent the evasion instances encountered during
the operation phase, potentially resulting in lower accuracy.

Another adversarial learning technique for decision tree ensembles was pro-
posed by Chen et al. in [45], introducing the first tree learning algorithm, here
named Robust Tree (RT), that directly incorporates the attacker into the opti-
misation problem solved during tree construction. The central concept of their
approach, named robust split, redefines the splitting strategy for training exam-
ples at a tree node to account for the impact of the attacker. To mitigate the
complexity of computing all possible evasion attacks, the authors approximated
the attacker’s behaviour.

A similar solution is proposed by Calzavara et al. in [36], where they designed
TREANT. TREANT is a learning algorithm aimed at training robust decision
trees against evasion attacks. While constructing a single tree, the optimal split
is chosen by minimising the loss under attack without introducing any heuristic
approximation. TREANT ensures that every node added to the tree does not
increase the loss under attack for that tree. Finally, multiple trees trained with
TREANT are grouped in an ensemble to increase the model’s accuracy and ro-
bustness.

Another step forward was made by Andriushchenko et al. in [4], where they
proposed an exact solution to optimise loss under attack for an ensemble of decision
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stumps, i.e., trees having only a root and two leaves. While the proposed approach
is the first to take into consideration the full ensemble, the use of decision stumps
may limit the overall accuracy of the forest.

Calzavara et al. [35] pointed out the problem that most of the adversarial
training approach assumes the use of differentiable learning algorithms to create
evasion attacks. Consequently, adversarial training cannot be directly applied to
machine learning techniques such as ensembles of decision trees. To address this
limitation, they developed an adversarial training approach for gradient boosted
decision trees. Furthermore, to enhance the algorithm’s efficiency, they exploited
the knowledge of tree thresholds, thus reducing the set of possible perturbations
without loss of generality. This allows them to take advantage of differentiable
approximations and makes the optimisation problem tractable.

Vos et al. [170] introduced GROOT, an efficient algorithm for training accurate
and robust decision trees. GROOT analytically calculates the adversarial Gini im-
purity, significantly reducing training time. It achieves a learning algorithm that
is two orders of magnitude faster than competitors [36, 45], with superior perfor-
mance in terms of robustness. Moreover, GROOT allows the definition of a more
expressive threat model, not only constrained by norms but also permitting each
feature to be perturbed with a user-specified parameter, either a maximum dis-
tance or constraints on the direction of perturbation. It also allows the specification
of the target class of attack and a trade-off between accuracy and robustness.

Then, Ranzato et al. [147] proposed a genetic adversarial training algorithm
called Meta-Silvae to train decision trees in order to maximise both accuracy and
robustness to adversarial perturbation. The algorithm relies on a Silva, a com-
plete formal verification based on abstract interpretation designed by Ranzato
and Zanella in [145].

Finally, Tin Kam in [81] devised the Random Subspace method (RSM), a learn-
ing algorithm for training accurate tree-based ensemble models. RSM employs an
autonomous, pseudorandom process to select a small number of dimensions from
a given feature set. The new feature set created from the selection is called sub-
space. During the training phase, each instance in the training set is projected
to this subspace, and each base learner of the ensemble is tainted with instances
projected in a different subspace. In the prediction phase, an instance traverses
each tree of the ensemble and is projected to the same subspace of the tree. The
use of randomisation provides a convenient way to explore the feature space to
provide a more heterogeneous ensemble.

The vast number of subspaces in high-dimensional feature spaces offers more
choices than needed in practice. Hence, while most other classification methods
suffer from the curse of dimensionality, this method can take advantage of high di-
mensionality. Contrary to Occam’s Razor, the classifier improves on generalisation
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accuracy as it grows in complexity.
RSM produces distributed feature weights, making it a strong candidate as a

method to achieve a good trade-off between accuracy and robustness in adversarial
classification scenarios. In fact, RSM was deeply studied by Biggio et al. in [13]
as an ensemble method to train accurate and robust machine learning models.

RSM shares many similarities with FPF but does not provide any theoretical
guarantees to the model’s robustness. FPF divides the feature set to ensure that
the majority of the ensemble is never involved in an attack by construction. For
example, if the attacker can modify at most any combination of three features,
FPF distributes the feature among the trees in the ensemble to guarantee that any
combination of three features appears in less than half of the ensemble, thus leaving
the majority of weak learners unaltered in their predictions. This robustness by
construction is not guaranteed with RSM where each base learner is trained on a
random subset of the feature set, with possible repetition among weak learners,
and so, in the worst case, an attack on a feature can involve the entire ensemble.

Finally, research in this area has also focused on verifying the robustness of
the models under attack. It is worth noting that while the attacker looks for an
effective attack, the evaluation process must verify that no effective attack exists,
and this process is much more costly, if not infeasible. This difficulty and the high
computational cost are caused by the large number of potential adversary attacks.

Kantchelian et al. in [92] proved that the problem of providing a robustness
verification for tree-based ensembles is already NP-hard regardless of the Lρ-norm
adopted. Chen et al. in [46] showed that verifying the robustness of a forest F
with at most l leaves per tree has cost min{O(l|F |), O((2|F |l)|F|)} assuming a L∞-
norm attacker. Andriushchenko and Hein in [4] demonstrated the feasibility of
robustness verification for simplified decision trees, known as decision stumps, i.e.,
trees with only two leaves. Additionally, recent research by Ranzato and Zanella
in [145] used abstract interpretation to address verification of tree-based ensemble.
Furthermore, Calzavara et al. in [32] utilised a specific category of decision tree
ensembles termed large-spread ensembles to develop a verifiable learning approach,
facilitating the training of polynomial time verifiable models.

In this research direction, the special ensemble structure provided by the FPF
robust learning algorithm allowed us to develop two efficient robustness certifiers
that provide accurate robustness lower bound. In particular, the most efficient
certifier computes an accurate robustness lower bound in polynomial time.

9.2 Threat and Adversary’s Model

The threat model of the machine learning system considered in this work assumes
a binary classifier that is vulnerable to evasion attacks. In this scenario, the system
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is vulnerable to an attacker that tries to deceive an already trained binary classifier
h by maliciously perturbing a legitimate instance x to create an evasion instance
z . The vulnerability of the machine learning system allows an attacker to modify
at most ⌈|F|/2⌉ − 1 features with any intensity.

Concerning the adversary’s model, we adopted the definition proposed by
Kantchelian et al. in [92] and characterised it as follows: We denoted an at-
tacker with Ab, where b represents the budget (resources) available to modify a
legitimate instance to create an evasion attack. The attacker Ab generates evasion
instances under the constraints of the threat model. Furthermore, in this work,
we assumed that the cost of perturbing each feature f is cf = 1. Consequently, Ab

can modify a given instance x into an evasion instance z such that the L0-norm
of the perturbation is smaller than the attacker’s budget b, i.e., ∥x − z∥0 ≤ b,
and the budget b < |F|/2. Therefore, attacker Ab can perturb the instance x by
modifying at most b features without any intensity constraints.

Given the adversary’s model Ab, and an instance x ∈ X , we defined the adver-
sarial perturbation set Ab(x ), i.e., the set of all the evasion instances the attacker
may generate starting from x , as follow:

Ab(x ) = {z | z ∈ X ∧ ∥x − z∥0 ≤ b} . (9.1)

Additional adversary’s models have been investigated in the literature, includ-
ing adversary’s models based on generic Lp-norm constraints, as seen in the work
of Szegedy et al. [160], or adversary’s models based on rewriting rules, as proposed
by Calzavara et al. in [36]. We decided to restrict attention to L0-norm attacks
because of their simplicity and effectiveness. Indeed, a very small b is sufficient to
achieve successful attacks. Su et al. in [159] showed that with a one-pixel attack,
i.e., with b = 1, it is possible to fool a complex deep neural network as VGG16
[154] and decrease its accuracy to a poor 16%. This emphasises that such a simple
adversary’s model can still significantly impact the security and robustness of the
machine learning system.

9.3 Contribution 1: Feature-Partitioned Forest

In this section, we introduce the main contribution of this work. We provided
Feature-Partitioned Forest (FPF), an ensemble method designed to train forests of
binary decision trees that exhibit robustness against evasion attacks. Specifically,
the ensembles generated by FPF are robust by design to attackers capable of
perturbing, at most, b features of legitimate instances to induce prediction errors.
FPF guarantees such robustness by train forests where the majority of the trees
remain not affected by those evasion attacks.
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9.3.1 Robust Feature Partitioning

In this section, we provide our definition of robust feature partitioning in adver-
sarial scenarios. However, we first need to clarify what feature partitioning is.

Definition 7 (Feature Partitioning). Given the feature set F , the partition set
P = {P1, . . . , Pn} is a partition of F , if the following property holds:⋃

Pi∈P

Pi = F ∧ ∀Pi,Pj∈P Pi ∩ Pj = ∅.

In other words, P is a partition of the feature set F if all sets P ∈ P are
disjoint and their union returns the entire feature set. Note that the number of
set n can be any number in the interval [1, |F|].

Through Definition 7, we can define a robust feature partitioning as follows:

Definition 8 (Robust Feature Partitioning). Given a partition P of the feature
set F , an attacker Ab, and the set of attacked features B, P is a robust partition
of F if the majority of its sets do not contain the attacked features in B, i.e., if
the following property holds:∑

P∈P

1[B ∩ P ̸= ∅] < |P|
2

, ∀B ⊆ F , |B| ≤ b.

In other words, the majority of the sets in P do not contain any feature in B,
i.e., the features perturbed by Ab, for whatever choice of B.

When |B| ≤ b, it is straightforward to show that this property is surely satisfied
if |P| ≥ 2b+ 1. In the worst case, at most b distinct subsets of P overlap with B,
leaving the remaining b+1 subset of P not affected. Hereinafter, we consider only
robust feature partitions P where |P| = 2b+ 1.

9.3.2 Robust Forest Ensembling

Let’s consider a forest F that, given an attacker Ab, is built by exploiting a robust
feature partition P as follows.

Let D be a training set and P a robust partition of its feature set. Given
P ∈ P , we call πP (D) the projection of D on the set P , i.e., the dataset obtained
from D by discarding those features not included in P . Given a robust feature
partition P , it is thus possible to build a robust forest by training 2b+ 1 feature-
independent trees on the 2b+1 projections πPi

(D). We denote by FP such robust
forest, having a number of trees equal to |FP | = |P| = 2b+ 1.

From above, we can formally define a Robust Forest, robust to evasion attacks
generated by Ab, as follows:
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Definition 9 (Robust Forest). Given an attacker Ab, a forest F is a robust forest
if the majority of its trees are not affected by Ab for any of its attacks:∑

t∈FP

(1[t(x ) = t(z )]) >
|FP |
2

, ∀x ∈ X , ∀z ∈ Ab(x ).

It is straightforward to show that in FP at most b of its 2b + 1 trees can be
affected by the attacker, and thus the robustness property is guaranteed by design.

Note that, in the best case scenario where each t ∈ FP is perfectly accurate,
the above robustness property ensures that, in the presence of attacks, only a mi-
nority of trees provide an incorrect prediction, and therefore, the forest is perfectly
accurate even under attack. Clearly, this scenario is unlikely to happen in reality;
therefore, in the next section, we discuss how to increase the accuracy of FP .

Finally, the definition of robust forest given above holds for any instances x ∈ X
and not only for the instances in the given dataset; consequently, this definition is
dataset independent. Moreover, the above definition and training strategy trivially
generalises to any base-learning algorithm besides tree-based classifiers.

9.3.3 Improve Model Accuracy and Robustness

The Definition 9 guarantees that the majority of trees in a robust forest are not
affected by an attack. However, it does not provide any guarantees of the robust-
ness computed with Equation 8.3 since it also depends on the accuracy of each
tree in the forest. In fact, in a FPF forest, the more accurate the trees t ∈ FP , the
more likely the forest FP is robust.

The accuracy of single trees in a forest FP strongly depends on the feature
partition P . The larger the set P , the smaller the number of features each tree
is trained on. To increase the accuracy of a robust forest FP , we equi-partition
F across P so as to have |P | ≥ ⌊|F|/(2b+ 1)⌋ for all P ∈ P . Clearly, as the
attacker’s budget b increases, we need to partition F into a greater number of
subsets. However, to generate accurate trees, we also require the dataset to have
a large number of high-quality features. Note that this is true for every learning
algorithm: if the attacker can perturb up to b features, it is necessary to have
more than b high-quality features to train an accurate model. In addition, a specific
partition P may only be sub-optimal as there may be multiple ways of partitioning
F so as to achieve feature subsets that provide trees with higher predictive power.

In light of these observations, we define the final Feature-Partitioned Forest
algorithm to train robust and accurate forests. To enhance accuracy and, conse-
quently, the robustness of the forests, we choose to exploit the set of possible robust
partitions of F to train multiple distinct robust forests FP , for each partition P ,
and then combine them into a single robust forest.
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Algorithm 5 Feature-Partitioned Forest Training

1: function FeaturePartitionedForest(D, r, Ab)
2: Input
3: D : training set
4: r : number of robust training rounds
5: Ab : adversary’s model

6: Output
7: F : final ensemble ▷ A set of robust forests

8: F ← ∅
9: b← Ab

10: k ← 2b+ 1
11: for i = 1 to r do
12: repeat
13: Pi ← RandomPartition(F , k) ▷ Partition F into k disjoint set
14: FPi

← ∅
15: for Pj ∈ Pi do
16: tij ← DecisionTree(πPj

(D))
17: FPi

← FPi
∪ {tij}

18: until AcceptCondition(FPi
)

19: F ← F ∪ FPi

20: return F

The details of the final FPF learning algorithm are outlined in Algorithm 5.
FPF iterates over a given number r of robust training rounds, where r is a hyper-
parameter of the algorithm. During each round i ∈ [1, r], the algorithm generates
a random robust partition Pi of the feature set F . Thus, according to Definition
8, at each round i, the feature set F is randomly and evenly split into 2b + 1
disjoint subsets (i.e., |Pi| = 2b + 1), and a new decision tree is trained on each of
the dataset projections πP i

j
(D) for every feature subset P i

j ∈ Pi. Then, resulting

2b + 1 trees are ensembled into a robust forest FPi
. Finally, after r iterations, all

the robust forests FPi
are ensembled into an even more accurate and robust forest

FP = FP1 ∪ · · · ∪ FPr .
Note that the prediction of a FPF forest consists of the majority voting over

the predicted classes returned by the trees in the ensemble.
The function AcceptCondition used in Algorithm 5 is used as an accept

condition to filter out those FPi
that would not strengthen the final ensemble. For

instance, it might be the case that some partitions in Pi do not contain sufficiently
predictive features to train accurate trees. In this work, we use a simple accep-
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tance criterion. A forest FPi
is accepted if training accuracy exceeds the dataset’s

majority class percentage of the most frequent class. If the accept condition is
satisfied, FPi

is included in FP , otherwise a new robust partition Pi for iteration i
is generated.

It is crucial to note that, through the ensembling of robust forests, the resulting
forest remains robust by construction. In other words, the majority of the trees
within it are not affected by the evasion attacks.

Proposition 1 (Robustness of FPF). The forest FP trained by the FPF learning
algorithm is robust against an attacker Ab, if the majority of its trees are not
affected by Ab for any of its attacks.

The proof of the above proposition is trivial. We recall that during each robust
training round i, FPF trains a set of 2b + 1 trees, where at most b trees can be
affected by Ab. After r rounds, FPF has built a forest of r(2b+1) trees, of which at
most rb can be affected by Ab, while the remaining r(b+ 1) trees are not affected;
the majority of the trees are not affected by Ab.

Furthermore, it’s important to recall that the model’s robustness is closely
tied to the accuracy of trees not affected by the attack. In fact, an attacker can
exploit a non-attacked tree that is also inaccurate to enhance the strength of the
attack. The use of multiple robust training rounds r to reinforce the robustness
of the forest against evasion attacks generated by Ab is effective for the following
proposition.

Proposition 2 (Inaccuracy Tolerance). Given a FPF robust forest FP , with r
robust training rounds, trained to be robust to an attacker Ab. The forest FP is
robust to any possible attack generated by Ab if at most ξ percentage of the trees
in FP are inaccurate, with ξ defined as follows:

ξ =
⌈r/2⌉ − 1

r(2b+ 1)

As a result, the larger the value of r, the higher the upper bound on the number
of trees that can be inaccurate. This leads to a higher probability that at least
the majority of the forest predicts the correct class.

9.4 Contribution 2: Robustness Certifiers

Evaluating the robustness of a model in the presence of an attacker is a difficult
and computationally expensive task. This is due to the possibly large size of Ab(x )
and the number of interactions among trees in a forest. Below, we first discuss an
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expensive brute-force strategy for robustness verification of any forest of binary-
clarification trees. Then, we show for FPF forest how the existence of an attack
over an instance can be reduced to the existence of a solution for the partial set
coverage problem [72]. We exploit this result to design a strategy to reduce the
cost of the brute-force strategy and provide two efficient lower-bound robustness
certifications of FPF forests.

Before going into the definition of the brute-force robustness verifier and the
efficient robustness verifiers, we recall the definition of the decision tree provided
in Section 2.1.2 since the algorithm proposed in this section deeply relies on the
tree structure.

Given a tree-based ensemble F , each tree t ∈ F can be inductively defined as
follows: t is either a leaf λ(ŷ) for some label ŷ ∈ Y , or an internal node σ(f, v, tl, tr)
(a.k.a, split), where f ∈ {1, . . . , d} identifies a feature in F , v ∈ R is the threshold
for the feature f in that node, and tl, tr are left/right decision trees. At test time,
an instance x traverses each tree t ∈ F until it reaches a leaf λ(ŷ), which returns the
prediction ŷ, denoted by t(x ) = ŷ. Specifically, for each internal node σ(f, v, tl, tr),
x falls into the left tree tl if x

(f) ≤ v, and into the right tree tr otherwise. Given
a forest F and an instance x , the forest prediction F (x ) is defined as the most
frequent predicted class ŷ = t(x ) by each t ∈ F , for x .

9.4.1 Brute Force Robustness Verifier

Given an instance x ∈ X , the brute-force robustness verification of x for the forest
F consists of finding an evasion attack z ∈ Ab(x ), such that F (x ) ̸= F (z ). With
such an algorithm, we can exactly compute the robustness defined in Equation 8.3
of a tree ensemble F over a given set of instances D.

Unfortunately, the size of Ab(x ) is infinite, so using a naive brute-force algo-
rithm to generate all the possible evasion instances is infeasible. However, we can
exploit the inner structure of the decision trees to limit the size of the adversarial
perturbation set Abx by considering only the attacks that are relevant for the given
forest F , i.e., those attacks that can invert the outcome of a test in some internal
nodes of trees in F . We denoted this set of relevant attacks, as Ab(x |F ).

To understand how Ab(x |F ) is generated, recall that nodes in a tree are in the
form x(f) ≤ v for some threshold v. Indeed, the thresholds used in the tree nodes
induce a discretisation of the input space X that can be exploited for an efficient
brute-force algorithm. For any given feature f ∈ F , we define with Vf the set of
relevant thresholds as follows:

Vf = {v | ∃σ(f, v, tl, tr) ∈ t, t ∈ F} ∪ {∞}
The set Vf includes all the thresholds that are associated with f in any node

σ(f, v, tl, tr) of any tree in F , plus the infinity value that allows the algorithm also
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to include the attack that traverses the right branch of the node with the largest
threshold.

An attacker Ab can perturb any subset of features B ⊆ F such that |B| ≤ b, and
therefore the set of relevant perturbations the attacker may operate is described by
the Cartesian product Vf1 × . . .× Vfb , with fi ∈ B. We denote by Ab(x |F,B) the
set of relevant attacks on the given set of features B, i.e., each perturbed vector
z ∈ Ab(x |F,B) satisfies the following:

z(f) =

{
x(f) if f ̸∈ B,

v ∈ Vf if f ∈ B.

In conclusion, the set of relevant attacks is:

Ab(x |F ) =
⋃

∀B⊆F ,
|B|=b

Ab(x |F,B)

The discretisation introduced by the thresholds of the trees allows us to gen-
erate the exact finite set of possible attack Ab(x |F ) without loss of generality.
Through Ab(x |F ), we can efficiently and exactly verify the robustness of F on an
instance x . Hereinafter, we refer to this efficient robustness verification algorithm
as BF.

Given a set of instances D, with BF, it is possible to efficiently compute the
exact robustness as defined in Equation 8.3. To make the computation of the
robustness even faster, we can focus the attention only on the correctly predicted
instances since the wrongly predicted instances are not robust by definition. Thus
we define the set of instances for which exists at least a successful evasion attack
as D̂ = {(x , y) ∈ D\D | ∃z ∈ Ab(x |F ), y ̸= F (z )}, where D is the set of instances
misclassified by F in absence of attack.

This brute-force approach is still very expensive due to three factors: i) as
b increases, the number of possible feature combinations B ⊂ F with |B| = b
increases; ii) as the number of trees and nodes grows, the number of threshold
values associated with each feature increases; iii) for each perturbed instance z ,
the prediction F (z ) must be computed by traversing each trees of the forest.

9.4.2 Feature-Partitioned Forest Robustness Certifier

Even though the BF algorithm allows the reduction of the infinite adversarial
perturbation set Ab(x ) into the finite relevant attacks set Ab(x |F ), it doesn’t
change the fact that computing all relevant attacks is still infeasible, as outlined in
the three points stated previously. Consequently, another significant contribution
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of this work is the development of two robustness certifiers that efficiently provide
an accurate lower bound of the robustness of FPF forests.

We now introduce some simplifying worst-case assumptions and then show
that an effective attack exists if it can be reduced to a solution for the partial set
coverage problem. First, we assume that if a tree in F provides a wrong prediction
before the attack, then its prediction will be incorrect also after the attack. Second,
we assume that if a tree uses a feature f for its prediction over x , then attacking
f causes the tree to generate a wrong prediction.

Note that these assumptions are pessimistic from the point of view of a de-
fender. Indeed, modifying a feature f does not necessarily flip the test performed
at every node of the tree that uses that feature, and even if it was the case, tests
performed over other features may suffice to avoid a wrong prediction.

Given an instance (x , y) ∈ D and a forest F , let C be the set of correct trees
t ∈ F that correctly classify x , i.e., C = {t ∈ F | t(x ) = y}. Let C = F \ C
be the set of all trees providing a wrong prediction over x . The attacker’s goal
is to force a sufficient number of trees to misclassify x such that the majority of
trees are incorrect. The minimum number of trees the attacker must fool is δ such
that |C| + δ = ⌈|F |/2⌉. By Proposition 2, it turns out that in a robust forest of
r(2b+ 1) trees, trained with FPF, where the attacker can affect at most rb trees,
it is impossible for the attacker to fool the forest if |C| < ⌈r/2⌉. This means that
a forest can be robust even if some of its trees are not correct in the absence of an
attacker.

Let Sf ⊆ C be the set of all the correct trees that use feature f and let
Ξ = {Sf}f∈F be the collection of all Sf . In order for Ab to successfully attack F
over x , there must exist a subset S∗ ⊆ Ξ, with |S∗| ≤ b since Ab can perturb a
maximum of b features, such that |C| + |⋃Sf∈S∗ Sf | ≥ ⌈|F |/2⌉, or, equivalently,
such that |⋃Sf∈S∗ Sf | ≥ δ with δ = ⌈|F |/2⌉−|C|. The thoughtful reader has surely
recognised that this formulation of our problem is nothing else than an instance
of the partial set coverage problem, where given the set of correct trees C and the
collection Ξ ⊆ 2C , to find a successful attack, the attacker has to select up to b
sets in Ξ that cover at least δ trees.

Before attacking the partial set coverage problem, we make a few improvements
to provide a stricter definition of sets Sf in relation to our scenario. First, we note
that a tree may include a feature f in some of its nodes, but these nodes may
never be traversed during the evaluation of an instance x . Therefore, we say that
a correct tree t belongs to Sf with respect to an instance x only if the traversal
path of x in t includes a node with a test on feature f . This significantly reduces
the size of each Sf .

Then, among the nodes along the traversal path of instance x before the attack,
we can further distinguish between nodes where the test x(f) ≤ v is true and nodes
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where the test is false. In the former case, the attacker must increase the value of
x(f) to affect the traversal path, while in the latter case, the attacker must decrease
x(f). Clearly, these two attacks cannot coexist.

Therefore, we define sets S+
f and S−

f as follows. Given a correct tree t ∈ C, we

include t in S+
f if the traversal path of x in t includes a node with a test x(f) ≤ v

on feature f and this test gives a true outcome. Otherwise, if the outcome of this
test turns out to be false, we include t in S−

f . The distinction between S+
f and

S−
f allows for more accurate modelling of when an attack can actually affect the

final prediction. This also reduces the size of sets in Ξ and decreases the risk of
overestimating the effect of an attack. We can finally conclude the relation with
the partial set cover problem as follows.

Proposition 3 (Partial set coverage as a necessary condition for effective attacks).
Given (x , y) ∈ D, where F (x ) = y, a necessary condition for the existence of a
successful attack z ∈ Ab(x ) such that F (z ) ̸= y, is that there exists a solution for
the partial set coverage problem, stated as follows:

Given the set system (C,Ξ), where C is the finite set of correct trees
for x , where Ξ ⊆ 2C with Ξ = {S+

f }f∈F ∪ {S−
f }f∈F , and given integer

b and a constant δ = ⌈|F |/2⌉ − |C|, the goal is to find a sub-collection
S∗ ⊆ Ξ, where |⋃S∈S∗ S| ≥ δ, with the constraints that |S∗| ≤ b and,
∀f ∈ F , if S+

f ∈ S∗ (S−
f ∈ S∗) then S−

f ̸∈ S∗ (S+
f ̸∈ S∗).

Proof of the correctness of Proposition 3. We show that if there exists z ∈ Ab(x )
such that F (z ) ̸= y, then there exists S∗ ⊆ Ξ, where |⋃S∈S∗ S| ≥ δ, |S∗| ≤ b, and
S+
f and S−

f are mutually exclusive in S∗. Given z ∈ Ab(x ), we say that for any

attacked feature f either the corresponding set S+
f belongs to S∗ if z(f) − x(f) >

0 (corrupted by increment) or S−
f belongs to S∗ if z(f) − x(f) < 0 (corrupted

by decrement). Clearly, it holds that |S∗| ≤ b, and the sets S+
f and S−

f are

mutually exclusive in S∗. Let C ′ be the set of (formerly correct) trees corrupted
by the successful attack z ; then it holds that |C ′| ≥ δ. By construction, any
tree t ∈ C ′ belongs to either S+

f or S−
f included in S∗. Therefore, it holds that

|C ′| ≤ |⋃S∈S∗ S|, which implies |⋃S∈S∗ S| ≥ δ.

Note that Proposition 3 states that the existence of a solution S∗ for our partial
set cover problem is only a necessary (not sufficient) condition for the attack. Thus,
if S∗ exists, we cannot say that F can be fooled for sure, as the attacker might
modify all the features identified by the cover without being able to affect the final
forest prediction. However, we know that if a solution S∗ does not exist, then F
is robust on the given instance x .

In the following, we use this method to compute an upper bound of the size of
D̂, i.e., the set of instances in the set D for which there exist a successful evasion



9.4. CONTRIBUTION 2: ROBUSTNESS CERTIFIERS 165

attack. On the one hand, this method allows us to efficiently compute a lower
bound of the exact robustness R(Ab). On the other hand, it makes it possible to
speed up the exact computation of R(Ab) by employing the BF algorithm only
for those instances for which a sufficiently large set cover exists, i.e., a successful
attack may exist.

9.4.2.1 Fast Robustness Lower Bound Certifier

The method discussed in this section, named Fast Robustness Lower Bound (FLB),
computes an overestimate of the size of the partial set cover S∗ ⊆ Ξ, for the
problem stated in Proposition 3.

Consider the b sets in Ξ that provide the largest set cover. Trivially, the
cardinality of the union of the b sets within S∗ is smaller or equal to the sum of
the cardinalities of the b largest sets in Ξ (inclusion-exclusion principle). Due to
this approximation, it is possible to run FLB in polynomial time. Furthermore,
we improve this trivial upper bound by considering that the two sets S+

f and S−
f

cannot be included together in a potential cover.
We thus define the fast lower bound set SFLB to be the set of the b largest

sets in Ξ after enforcing the constraint that for a given feature f only the largest
between S+

f and S−
f is considered.

We can conclude that if
∑

S∈SFLB
|S| < δ, then a suitable partial cover cannot

exist and therefore the forest F cannot be attacked on x .
Therefore, we define the set D̂FLB of attackable instances according to the fast

lower bound method as follows. For each correctly classified instance (x , y) ∈
D, we build the partial coverage problem according to Proposition 3, and iff∑

S∈SFLB
|S| ≥ δ, then we include the instance (x , y) in D̂FLB. Since it holds

that |D̂FLB| ≥ |D̂|, we define the robustness computed with FLB as follows:

R(Ab)FLB = 1− |D|+ |D̂FLB|
|D| ≤ R(Ab).

9.4.2.2 Exhaustive Robustness Lower Bound Certifier

In order to improve over FLB, we also consider a more expensive option named
Exhaustive Robustness Lower Bound (ELB), where all the possible covers are con-
sidered, still respecting the constraint that any S+

f and S−
f are mutually exclusive.

We evaluate all the possible covers S† ⊂ 2Ξ, |S†| ≤ b, and we call exhaustive lower
bound cover, denoted with SELB, the first cover found such that |⋃S∈SELB

S| ≥ δ.
If no exhaustive lower bound cover SELB can be found, then F is robust on the
given instance x .
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By applying the same procedure to every correctly classified instance (x , y) ∈
D, we identify the set of instances D̂ELB for which there exists an exhaustive lower
bound cover SELB that solves the problem in Proposition 3.

Note that |D̂| ≤ |D̂ELB| ≤ |D̂FLB|; thus we use this method to compute another
lower bound of the robustness of F on a given set D as follows:

R(Ab)ELB = 1− |D|+ |D̂ELB|
|D| ≤ R(Ab),

where the following relationship trivially holds:

R(Ab)FLB ≤ R(Ab)ELB ≤ R(Ab).

This exhaustive lower bound cover search incurs into the exponential cost of
enumerating the possible covers in 2Ξ, but it improves over the brute-force attack,
thanks to the cover-based formulation, by ignoring the relevant threshold values
Vf each feature can be attacked. Moreover, it is possible to make ELB even faster

by applying it only on the instances in D̂FLB, i.e., the instances for which FLB
found a set cover.

We recall that while it is true that |D̂| ≤ |D̂ELB| ≤ |D̂FLB|, we cannot claim

that D̂ ⊆ D̂ELB ⊆ D̂FLB. The above bounds can prove the non-existence of an
actual cover, but they may not be used to find a successful attack strategy.

9.4.2.3 Non-Binary Classification Robustness Certifier

Even if this work is focused on binary classification tasks, we highlight that the
proposed methodology can be easily generalised to a multi-class scenario, and we
sketch below a basic certification methodology.

The algorithms proposed so far aim at certifying the impossibility of the at-
tacker of modifying a number of correct trees δ such that δ ≥ ⌈|F |/2⌉− |C|, where
C is the set of trees wrongly classifying the given instance. In regard to a multi-
class classification problem, given classes Y with |Y| > 2, it is possible to verify
robustness by running |Y| − 1 certifications analogous to the binary case.

Let’s denote with Cc the set of trees that, in the absence of attacks, classify a
given instance (x , y) ∈ D as belonging to class c, with c ∈ Y ; then let Cy be the set
of trees predicting the correct label y. For a given class c ∈ Y , the attacker aims
at attacking the trees in

⋃
i ̸=c Ci so as to make c the new majority class. The best-

case scenario from the point of the attacker is given by modifying the predictions
of the trees in Cy, as in this case, it is sufficient to attack δ = ⌈(|Cy| − |Cc|)/2⌉
trees. If the attacker is not able to alter at least δ trees of the forest, then no
successful attack is possible.
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To this end, we can exploit any of the set-cover base techniques proposed so
far to verify the absence of any cover of size at least δ among the trees

⋃
i ̸=cCi.

Such verification is to be repeated for each c ∈ Y .

9.4.3 Cascade Robustness Verifier

Above, we presented two algorithms, FLB and ELB, that efficiently find an over-
approximation of a cover of attacked trees, which allows us to estimate the upper
bound of the most harmful attack. The two strategies have different costs: FLB
requires sorting the candidate sets of the cover, while ELB performs an exhaustive
search of all the possible subsets of Ξ. However, Both methods are much cheaper
than the brute-force algorithm BF.

When the lower-bound information is not considered sufficient, in order to
compute the exact robustness R(Ab), we exploit the following Cascading strategy.
Given an instance x and an attacker Ab, we build the collection of sets of trees
Ξ = {S+

f }f∈F ∪ {S−
f }f∈F and proceed as follows:

1. compute SFLB ⊆ Ξ: if
∑

S∈SFLB
|S| < δ, then no sufficiently large set cover

exists, and therefore the instance x cannot be attacked; otherwise

2. search for a exhaustive lower bound cover SELB ⊆ Ξ: if there is no SELB such
that |⋃S∈SELB

S| ≥ δ, then the instance x cannot be attacked; otherwise

3. use the BF algorithm to check the existence of a successful attack on x .

In the experimental part of this work, we show how the above cascading strategy
is able to strongly reduce the number of instances in a given dataset D for which
the brute-force approach is required.

9.5 Experimental Setup

In the experimental part of this work, we verify whether the robustness by con-
struction theoretically guaranteed by the FPF learning algorithm translates into
empirically higher robustness in an adversarial scenario compared to the base-
lines. To achieve this, we used three publicly available datasets: Wine, Breast
Cancer D, and Spam Base.

Table 9.1 provides the main characteristics of the datasets, including the num-
ber of features, the number of top relevant features measured as those contributing
to 90% of the feature importance in a Random Forest, and the majority class per-
centage. Note that the Wine dataset is provided with three classes; however, to
use this dataset, we binarise it by merging the cultivar classes 1 and 2 into one
larger class.
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Table 9.1: Datasets properties.

Dataset #features #top feat. #instances %maj. class

Wine 13 7 178 73.0%
Breast Cancer D 30 15 569 62.7%
Spam Base 57 26 4,601 60.6%

MNIST 0 vs. 1 784 54 14,780 53.3%
MNIST 1 vs. 7 784 79 15,170 51.9%
MNIST 5 vs. 6 784 173 13,189 52.1%

In this section, we also extensively analyse the performance of the certification
algorithms FLB and ELB in terms of efficiency and accuracy. For these analyses,
we also use the MNIST dataset. The MNIST dataset contains images of digits
ranging from 0 to 9 for a total of 10 classes. To use this dataset in binary classifi-
cation, we selected three pairs of visually similar classes, i.e., classes in which the
attacker can modify a few pixels to transform one digit into another. The datasets
we created are the following: MNIST 0 vs. 1, MNIST 1 vs. 7, and MNIST 5
vs. 6.

9.5.1 Baselines and Implementation

In the experimental phase, we compare our proposed algorithm, FPF, against three
tree-based ensemble competitors: Random Forest, Random Subspace Method,
and Robust Tree. The algorithms FPF, Random Forest, and Random Subspace
Method were implemented using the open-source Scikit-learn library [24]. For
Robust Tree, we used the implementation provided by Calzavara et al. [36], and
the code can be found on GitHub1. Finally, the code for FPF with its FLB and
ELB certificates, and the efficient brute-force algorithm BF, is also available on
GitHub2.

Below, we provide details of the implemented algorithms.

• Random Forest (RF): The RF algorithm defined by Breiman [20] is not
designed to be robust to evasion attacks; however, it is known to have some
good level of robustness thanks to the ensembling of several decision trees.
As in the original algorithm, each tree is trained on a bootstrap sample of
the dataset and with feature sampling of size

√
|F| at each node.

1https://github.com/FedericoMarcuzzi/TREANT
2https://github.com/FedericoMarcuzzi/Feature-Partitioning-for-Robust-Tree-Ensembles

https://github.com/FedericoMarcuzzi/TREANT
https://github.com/FedericoMarcuzzi/Feature-Partitioning-for-Robust-Tree-Ensembles
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• Random Subspace method (RSM): The RSM algorithm proposed by Tin
Kam [81], which was successfully exploited in the adversarial setting by Big-
gio et al. in [13]. In this case, each tree is trained on a projection of the
original dataset based on a subset (subspace) of the feature set. RSM has a
hyperparameter p ∈ [0, 1], which constrains the size of the subset of features
used for each tree learning to ⌈p|F|⌉.

• Robust Tree (RT): The RT algorithm, proposed by Chen et al. in [45], trains
individual decision trees to be robust against evasion attacks by optimising
the performance under attack. We created a robust ensemble by training
each individual tree with the algorithm proposed in the original work and
by ensembling them together with a majority voting prediction.

To untie the model’s resistance from the attacker’s strength, hereinafter, we
refer to b as the strengthening parameter exploited by FPF and RT at training
time and to k as the attacker’s budget used to generate the evasion attacks.

The ensemble size significantly influences the final robustness of the strategies.
We conduct a fair comparison of the different learning strategies by allowing each
method to grow approximately 300 trees, a configuration experimentally observed
to be optimal.

Each dataset is divided into train, validation, and test sets according to a
60%-20%-20% scheme with a stratified sampling strategy in order to maintain the
same distribution of classes in each set. For each learning algorithm, we fine-tune
their hyperparameters on the validation set by optimising for robustness R(Ak).
Specifically, we fine-tune the maximum number of leaves l̂, selecting from the set
{4, 8, 16, 32} for all algorithms. Regarding FPF, we fine-tune the hyperparameter
b selecting from the set [1, 5], while the number of rounds r is constrained based
on b to ensure no more than 300 trees in the ensemble, i.e., r = ⌊300/(2b + 1)⌋.
Finally, the RSM algorithm requires a sampling parameter p to constrain the size
of the subspaces, and we fine-tune it among the values p ∈ {0.1, 0.2, 0.4, 0.6}.
We perform model selection in the validation set to find the best model for each
attacker Ak, and we report the results computed on the test set.

9.6 Main Results

In this section, we summarise the results of the experiments conducted to address
the following questions: Is the FPF learning algorithm capable of training robust
tree-based ensembles compared to competitors? How accurate are the proposed
robustness lower bounds FLB and ELB? How efficient is the Cascading strategy
for exact robustness computation compared to the brute-force algorithm BF?
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Table 9.2: Methods performance in terms of accuracy (percentage) ACC and ro-
bustness (percentage) R(Ak) on Wine dataset. The highest robustness R(Ak) for
each k is marked with bold.

model
hyperparameters performance

b r p l̂ |F | ACC k R(Ak) ∆FPF

RF
8 300 94.4 1 83.3 -2.8
4 300 100.0 2 38.9 -36.1
4 300 100.0 3 0.0 -61.1

RSM
0.2 8 300 94.4 1 83.3 -2.8
0.2 4 300 97.2 2 72.2 -2.8
0.2 8 300 94.4 3 44.4 -16.7

RT
1 8 300 73.8 1 73.8 -12.3
2 8 300 73.8 2 73.8 -1.2
3 8 300 73.8 3 73.8 +12.7

FPF
2 60 8 300 97.2 1 86.1
5 27 8 297 88.9 2 75.0
5 27 8 297 88.9 3 61.1

The section is divided into two parts. The first part focuses on comparing the
robustness and accuracy of the models produced by each algorithm. The second
part concentrates on the accuracy of the certificates in computing the lower bound
of the robustness of the forests trained with FPF and the efficiency introduced by
the certificates for computing the exact robustness with the Cascading strategy.

9.6.1 Model Robustness

We measured the robustness of the models against an attacker Ak with three
different values of the budget k ∈ {1, 2, 3}. Note that the robustness can be
seen as the accuracy of the model under attack. So, for the sake of simplicity
hereinafter, we will use the terms accuracy and robustness interchangeably when
the model is under attack.

In tables 9.2, 9.3, and 9.4, are summarised the results for each dataset. The
results are computed on the best models selected through model selection on the
validation set, and the best hyperparameters are reported for each model.

Each table provides the exact robustness R(Ak) calculated as in Equation 8.3.
We used the exact brute-force algorithm BF defined in Section 9.4.1 to generate all
the attacks. Alongside the robustness, there is the accuracy ACC to compare the
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Table 9.3: Methods performance in terms of accuracy (percentage) ACC and ro-
bustness (percentage) R(Ak) on Breast Cancer D dataset. The highest robust-
ness R(Ak) for each k is marked with bold.

model
hyperparameters performance

b r p l̂ |F | ACC k R(Ak) ∆FPF

RF
4 300 93.0 1 87.7 -3.5
8 300 94.7 2 84.2 -0.9
4 300 93.0 3 61.4 -20.2

RSM
0.2 16 300 95.6 1 91.2 0.0
0.2 16 300 95.6 2 83.3 -1.8
0.2 16 300 95.6 3 65.8 -15.8

RT
1 4 300 92.3 1 56.2 -35.0
1 4 300 92.3 2 50.5 -34.6
1 4 300 92.3 3 45.4 -36.2

FPF
3 42 8 300 93.9 1 91.2
4 33 4 297 93.0 2 85.1
5 27 8 300 93.0 3 81.6

Table 9.4: Methods performance in terms of accuracy (percentage) ACC and ro-
bustness (percentage) R(Ak) on Spam Base dataset. The highest robustness
R(Ak) for each k is marked with bold.

model
hyperparameters performance

b r p l̂ |F | ACC k R(Ak) ∆FPF

RF
8 300 92.3 1 76.6 -7.1
4 300 90.2 2 44.9 -33.3

RSM
0.2 16 300 90.9 1 83.7 0.0
0.2 16 300 90.9 2 73.6 -4.6

RT
3 8 300 71.5 1 43.3 -42.2
3 8 300 71.5 2 20.1 -65.5

FPF
2 60 16 300 91.8 1 83.7
4 33 16 297 86.6 2 78.2
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models’ performance in the absence of attacks. Finally, the rightmost column in
each table reports the difference in robustness (i.e., ∆FPF) between a FPF forest
and a competitor under the same attack (i.e., the same value of k). Note that for
the Spam Base dataset, we limit the analysis to a maximum of k = 2, i.e., at most
two attacked features. The reason for that is the prohibitive cost of computing the
adversarial perturbation set A3(x ) for each instance of the test set.

In all datasets, Random Forest performs best or second best in the absence of
attacks, providing the highest accuracy. Under attack, the accuracy (robustness)
of Random Forest drops significantly. The perturbation of a single feature is
enough to force the model to lose up to 15% of accuracy across all datasets. When
attacking three features, the accuracy drops to zero for Wine and to about 60%
for Breast Cancer D. As previously discussed, the L0-norm attacks can be
successful even by modifying a few features. Consequently, it is easy to fool a very
accurate random forest model which is not adversarially trained.

The RSM is the other learning algorithm that provides the most accurate model
in the absence of attacks. The model trained with RSM is overall much more
robust than Random Forest in the presence of attacks, suggesting that training
each ensemble’s tree on a different dataset projection is advantageous in adversarial
scenarios. However, when attacking two features, RSM also exhibits a drop in
accuracy up to 27%, with the most significant decrease in the Spam Base dataset.
When attacking three features, the accuracy of the RSM models drops below 45%
on Wine and 66% on Breast Cancer D.

The results obtained by RT models show how this robust learning strategy
does not perform well in the case of L0-norm attacks. This can be explained by
observing how the learning algorithm trains a robust model. During the training
phase, the model has to choose the feature-threshold pair (f, v), which maximises
the minimum accuracy under attack, i.e., the robustness. However, an attacker like
Ak constrained by the L0-norm and a budget k can always modify any combination
of k features as much as it wants and, therefore, can always cross the algorithm’s
chosen threshold. Consequently, the evasion attacks generated by Ak make it
extremely difficult for the training algorithm to choose the best pair since pairs
with the same feature generate the same information gain under attack. The
difficulty of the algorithm in dealing with this type of attack can be seen from
the Wine dataset, where the algorithm always returns the same accuracy and
robustness, and these exactly coincide with the majority class percentage of the
test set. The reason behind that lies in the fact that during the training phase,
the RT algorithm funds more advantages for maximising the robustness always to
return the majority class rather than learning a more accurate tree.

Finally, looking at the results obtained by the models trained by FPF learning
algorithm, we can observe that it provides the best robustness in the majority
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Table 9.5: Robustness lower bound analysis on Breast Cancer D for a FPF
forest with |F | ≈ 300 and maximum number of leaves l̂ = 8.

R(A1)algo R(A2)algo R(A3)algo
hyperparameter b BF ELB FLB BF ELB FLB BF ELB FLB

1 91.2 88.6 88.6 76.3 0.0 0.0 18.4 0.0 0.0
2 91.2 90.4 90.4 84.2 83.3 82.5 64.9 0.0 0.0
3 91.2 91.2 91.2 86.0 85.1 84.2 78.1 76.3 73.7
4 90.4 90.4 90.4 86.8 86.8 86.8 79.8 79.8 79.8
5 89.5 89.5 89.5 86.8 86.8 86.8 81.6 81.6 80.7

of the cases. We highlight that the best defensive b found is always larger than
the attacker’s budget k, meaning that increasing the number of feature partitions
provides better robustness than exactly optimising the attacker’s strength. The
scenario where the attacker has a budget of k = 3 is particularly interesting. The
FPF models have up to 20%, 35% and 60% higher robustness compared to the
RSM, RT, and RF models, respectively.

Furthermore, the results on the Wine dataset highlight the ability of FPF to
guarantee greater robustness even with few features in the dataset. As reported in
Table 9.1, Wine has 13 features, of which only 7 are relevant. Attacks executed
with budgets k equal to 1, 2, and 3 compromise the 7.7%, 15.4%, and 23.1% of the
features of the dataset, respectively, and 14.3%, 28.6%, and 42.8% if we consider
only the relevant features. For each budget value, FPF models showed a greater
(or equal) robustness than the competitors.

From these results, we conclude that FPF outperforms the competitors, espe-
cially when considering stronger attackers.

9.6.2 Robustness Certifier

In this section, we analyse in detail the accuracy of the FLB and ELB certifiers
and the efficiency of the Cascading strategy. To perform these analyses, we utilised
the efficient brute-force algorithm BF as defined in Section 9.4.1.

9.6.2.1 Accuracy

To assess the reliability of the FLB and ELB certificates in estimating the robust-
ness lower bound of FPF forests, we compare them with the BF algorithm on the
Breast Cancer D dataset.

Specifically, we compare the robustness R(Ak) calculated by each algorithm,
BF, ELB, and FLB, on forests trained with FPF. To better explore the capability
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Table 9.6: Robustness verification per-instance average execution time on Breast
Cancer D. FPF forest with |F | ≈ 300, hyperparameter b = 3, and maximum
number of leaves l̂ = 8.

method run time R(A1) |D̂| run time R(A2) |D̂| run time R(A3) |D̂|
BF 263.6 ms 91.2 100 1053.4 ms 84.2 100 3635 s 78.1 100

Cascading 27.1 ms 166.0 ms 36.1 s
each:

–FLB 2.7 ms 91.2 100 3.2 ms 84.2 100 3.3 ms 73.7 100
–ELB 0.8 ms 91.2 2 2.0 ms 85.1 8 29.7 ms 76.3 20
–BF 23.6 ms 91.2 2 160.8 ms 86.0 7 36.0 s 78.1 18

of the algorithms, we vary the training parameter b from 1 to 5 and the attacker’s
budget k from 1 to 3. The results of this analysis are reported in Table 9.5.

Firstly, we observe that with k = 1, the robustness estimations provided by
FLB and ELB are the same and exact in most settings. With k = 2, a slight
difference between ELB and FLB is observed, where ELB provides a slightly better
robustness estimation. However, both remain accurate in the estimation of the
robustness. For smaller values of b, i.e., b ≤ 3, the gap between the two lower
bounds increases with the attacker’s budget k. Finally, ELB always provides the
exact robustness with b ≥ 4 for every value of k, whereas FLB when k ≤ 2.
Note that, by definition of the lower bound algorithms, when k > b, the certifiers
estimation is useless, as there always exists a sufficiently large set cover to attack
the majority of the forest; consequently, both FLB and ELB estimate robustness
equal to zero.

From the results, we conclude that both certificates provide an accurate ro-
bustness lower bound of FPF forests. Moreover, while FLB has a slightly lower
robustness estimation than ELB, it has a significant advantage in terms of effi-
ciency, providing an accurate robustness estimation in polynomial time.

9.6.2.2 Efficiency

In this section, we analyse how the efficiency of the FLB and ELB certifiers can
be effectively exploited in a Cascading strategy to efficiently estimate the exact
robustness of a FPF forest.

In detail, given the test set D of the Breast Cancer D dataset, we collect
the per-instance average time to compute the exact robustness of a FPF forest
F with the BF algorithm and the Cascading strategy. The Cascading strategy
executes in cascade, from the most efficient (i.e., FLB) to the most accurate (i.e.,
BF), the robustness certification/verification algorithms to efficiently estimate the
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robustness of F over the set D. As explained in Section 9.4, FLB is the most
efficient certifier among the two provided in this work; however, it is also the one
that mostly underestimates the robustness of the models. Therefore, all instances
for which FLB cannot certify the absence of attacks, i.e., D̂FLB, are given as input
to the slower but more accurate ELB certifier. However, ELB also provides an
approximate robustness estimation, so the instances not certified as secure, i.e.,
D̂ELB, are eventually given as input to the exact brute-force BF algorithm. Finally,
the results of all three algorithms are combined to compute the exact robustness
of the forest on the test set D.

The results of this analysis are reported in Table 9.6. The table reports the
per-instance average time required to run the brute-force algorithm BF and the
proposed Cascading strategy. For the Cascading strategy, we provide a breakdown
of the individual contributions of each algorithm, including the average execution
time per instance, the estimated robustness, and the percentage of instances pro-
cessed from the test set D̂. Note that D̂ contains only the correctly classified
instances by F in the absence of an attack.

The results show that the computational cost required by BF exponentially
increases when increasing k. As expected, the robustness estimation with the BF
algorithm quickly becomes infeasible. The proposed Cascading strategy provides
a 10× speed-up that increases to 100× when k = 3. This huge gap is due to the
efficiency and accuracy of the proposed lower bounds. On varying k, the fraction
of instances for which FLB cannot certify the non-attackability is respectively 2%,
8%, and 20%. These instances are processed during the ELB step, which leaves to
the last BF step the 2%, 7%, and 18%, respectively, of instances to be analysed.
The execution of the BF algorithm on these last instances largely covers from 85%
to about 100% of the total running time, while the FLB and ELB steps are two
or more orders of magnitude faster. We thus conclude that the proposed FLB and
ELB are both sufficiently accurate, as discussed in the previous section, and they
can be used in a Cascading-like strategy to provide significant speed-ups to any
other robustness verification method for an exact robustness estimation.

The last efficiency analysis we perform aims to highlight the power of the FLB
in certifying the robustness lower bound of FPF forests in scenarios where an
exact robustness computation with the BF algorithm is infeasible. Specifically, we
compute the robustness lower bound using FLB on the Wine, Breast Cancer
D, and Spam Base datasets, varying the FPF training hyperparameter b and the
attacker’s budget k.

In this analysis, we also consider three binarised classification datasets gener-
ated from MNIST, namely MNIST 0 vs. 1, MNIST 1 vs. 7, and MNIST
5 vs. 6. These datasets allow us to provide a more interpretable explanation
of the effect of an evasion attack on input instances. While it is challenging to



176 CHAPTER 9. FEATURE PARTITIONED FORESTS

understand the meaning of perturbing any combination of k features of a feature
vector representing 13 different constituents, as in the case of the Wine dataset, it
is much easier to visualise the effect of perturbing k pixels of an image representing
a digit.

Furthermore, the MNIST datasets encompass a much larger number of fea-
tures, making robustness computation with brute-force approaches infeasible. In-
deed, the computational efficiency of the proposed certifiers allows us to compute
the robustness lower bound for large values of the attacker’s budgets k. We demon-
strated the robustness of FPF forests against attacks executed with a budget up
to k = 100, i.e., attacks over any combination of 100 features out of 784. This is
an extremely high number that is intractable for the BF algorithm.

We summarise the results for each dataset in Figure 9.1. The x axis represents
the robustness R(Ak), while the y axis the number of attacked features k, i.e., the
attacker’s budget. The colours of the curves and the colour map on the right side
of each plot identify models trained with different values of the training parameter
b. The black dashed line indicates the majority class percentage in the test set.

The figures show that for larger values of b, FPF forests can sustain a larger
attacker strength. For example, in Breast Cancer D dataset, it is possible
to train a model with robustness 80% when 4 features out of 30 (or out of 15
relevant features) are attacked. However, when the attacker’s strength becomes
too significant compared to the number of relevant features in the dataset, the
model’s robustness significantly drops under the majority class line.

Intuitively, among the three MNIST datasets, MNIST 0 vs. 1 is the one
where an attacker needs to modify the higher number of features, i.e., pixels of the
image, to transform a 0 digit into a 1, and vice versa. As shown in Figure 9.1b,
for this dataset, it is possible to train FPF forests that guarantee 95% accuracy
(i.e., robustness) with 20 attacked features and 90% with 30 attacked features. In
Figure 9.1d, for MNIST 1 vs. 7, where it is easier to transform a 1 into a 7,
attacking 10 features is sufficient to reach 95% of robustness. Finally, the MNIST
5 vs. 6 dataset is the easiest to attack because, graphically, the digits 5 and 6
are very similar, and the attacker can modify fewer features to transform one digit
into the other. This is evident in Figure 9.1f, where with just 10 attacked features
(i.e., pixels), the robustness decreases to 90%.

With this final analysis, we demonstrate how FLB can be used to efficiently
analyse the behaviour and robustness of FPF forests in extreme adversary scenarios
where using an exact robustness verifier would be prohibitive. Furthermore, the
results align with our expectations of the ease or difficulty of performing an attack
that makes an instance very similar to the instances belonging to the target class.
This shows that FLB is also accurate in estimating the behaviour of the robustness
of FPF forests under attack.
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(a) Wine, |F | ≈ 3000, l̂ = 8.
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(b) MNIST 0 vs. 1, |F | ≈ 500, l̂ = 16.
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(c) Breast Cancer D, |F | ≈ 1000, l̂ = 8.
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(d) MNIST 1 vs. 7, |F | ≈ 500, l̂ = 16.
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(e) Spam Base, |F | ≈ 1000, l̂ = 32.
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(f) MNIST 5 vs. 6, |F | ≈ 500, l̂ = 32.

Figure 9.1: Robustness R(Ak) computed with FLB by varying b and k.
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9.7 In-Depth Analysis

In this final section of the experimental part, we conduct an in-depth analysis
of the hyperparameters b and r of the FPF learning algorithm. Additionally, we
provided a theoretical analysis of the robustness of robust forests trained with a
single round of FPF. Specifically, we formalised the probability of a robust forest
FP to predict the correct label for an input instance under attack while considering
different values of the attacker’s budget and correct-tree-prediction probability.

9.7.1 Hyperparameter Analysis

The FPF learning algorithm has two hyperparameters. The first is the hyperpa-
rameter b, representing the maximum number of features the FPF forest tolerates
to be attacked while still ensuring theoretical robustness by construction. The sec-
ond hyperparameter is r, indicating how many iterations of robust partitioning to
perform and how many robust sub-forests to include in the final ensemble. Recall
that each round r adds a robust forest FP containing 2b+1 trees to the final forest
F . For each combination of hyperparameter values r and b, we train a model and
collect the robustness on the validation set for different values of the attacker’s
budget k. Please note that, for both tables, A0 corresponds to the model’s accu-
racy in the absence of an attack (i.e., Ak with k = 0). For both hyperparameters,
we conduct the analysis on the Breast Cancer D dataset, and the results are
presented in two tables.

In Table 9.7, we evaluate the effect of varying the number of rounds r on
FPF forests for different values of b and the attacker’s budget k. For each b
and k configuration, the highest robustness obtained among different r values is
highlighted in bold to emphasise the effect of the r parameter in various attack
scenarios. As seen in the results, in the majority of cases, executing more iterations
r allows for the training of more robust models, with robustness increasing with
the number of rounds until reaching a plateau. We conclude that using a large
number of rounds r enhances the robustness of the trained model.

The results of the analysis on hyperparameter b are provided in Table 9.8.
For each forest size |F | and attacker’s budget k, we highlight in bold the highest
robustness provided by the corresponding b values. This emphasises the effect of
the hyperparameter b as the intensity of the attack varies and helps to understand
whether it is always better to choose the largest possible b or whether it should
instead be chosen based on the attacker’s budget k.

To better understand the results, recall that the Breast Cancer D dataset
has only 15 informative features, which are challenging to partition into 2b + 1
sets for large values of b. In this case, the results are mixed, showing two different
trends. For attacks generated by A2 and A3, increasing b improves robustness, and
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using b ≥ 4 is always worthwhile. When the attacker’s budget is limited to k = 1,
the best configuration depends on the number of trees. When the number of trees
is limited, the robustness increases with b. However, when the forest is sufficiently
large, increasing the number of trees outweighs the benefit of increasing b.

In conclusion, while increasing the number of rounds r to increase the robust-
ness is always beneficial, increasing b when the total number of trees is small, and
the number of informative features is limited is not always a good strategy.

Table 9.7: Sensitivity analysis of FPF forests to the hyperparameter r on the
Breast Cancer D dataset. Best results in bold for each value of Ak and b.

Ak r
hyperparametr b

1 2 3 4 5

0
1 95.6 93.0 94.7 95.6 93.0
15 93.9 93.9 93.9 93.9 93.9
30 93.9 93.9 93.9 93.9 93.0

1
1 84.2 90.4 91.2 89.5 91.2
15 92.1 93.0 92.1 90.4 89.5
30 92.1 93.0 92.1 90.4 89.5

2
1 0.0 75.4 83.3 82.5 84.2
15 67.5 84.2 86.0 86.8 86.0
30 71.9 93.9 86.0 86.8 86.8

3
1 0.0 12.3 67.5 72.8 74.6
15 11.4 40.4 77.2 80.7 81.6
30 15.8 47.4 76.3 80.7 81.6

9.7.2 Theoretical Analysis

In this section, we analytically study the behaviour of FPF on varying the number
of rounds r, the number of features d, the attacker’s budget b, and we also take into
consideration the probability of incorrect prediction by trees of the forest. The aim
of this analysis is to investigate the impact of the above hyperparameters on the
robustness of a forest built by FPF. To do so, we resort to the common black-box
attack scenario where the attacker has no access to the internal structure of the
forest to choose which features to attack. We thus compute the robustness of a
forest F by estimating the probability that the attacker Ab may successfully fool
the given forest by picking b features at random. Indeed, this probabilistic analysis
is aimed at understanding the asymptotic behaviour of the proposed algorithm.
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Table 9.8: Sensitivity analysis of FPF forests to the hyperparameter r on the
Breast Cancer D dataset. Best results in bold for each value of k and |F |.

|F | Ak
b

1 2 3 4 5

50

0 93.9 93.9 94.7 93.9 95.6
1 90.4 92.1 91.2 93.0 92.1
2 73.7 85.1 86.8 86.8 86.0
3 10.5 40.4 72.8 82.5 82.5

75

0 93.9 93.9 93.9 93.9 93.9
1 91.2 93.0 91.2 90.4 90.4
2 71.9 84.2 86.8 86.0 86.8
3 16.7 40.4 75.4 81.6 81.6

100

0 93.9 93.9 93.9 93.9 93.9
1 93.0 92.1 92.1 90.4 90.4
2 46.5 84.2 86.0 88.6 86.8
3 15.8 48.2 76.3 79.8 81.6

We highlight that in the experimental section, we rather adopt a more severe
white-box attack scenario where we consider an instance as attackable if there is
at least one successful attack.

Let d be the number of features in the feature set F , b the attacker’s budget, P
a robust equi-partition of F , and s=d/(2b+1) the number of features in each of the
2b + 1 sets. For the sake of simplicity, to guarantee equi-partitioning, we assume
that d is a multiple of 2b+1; otherwise, to guarantee semi-equi-partitioning, some
partitions must have size s=⌊d/(2b+ 1)⌋ and others s+ 1. Moreover, we let e be
the probability of a tree t ∈ F of being erroneous, i.e., we do not assume that all
trees are perfectly accurate. We further adopt the conservative and pessimistic
assumption that if the attacker modifies a feature, then a tree using that feature
will provide a wrong prediction.

We first compute the probability Pr(h) that b features, selected at random by
Ab, overlap with exactly h partitions in P . To do so, we first restrict our attention
to attacks that are entirely included in a given subset H ⊂ P , with |H|=h, and
then we generalise to the full partition P . When |H|=h, the set H includes sh
features, and we denote by UH the set of possible attacks over any b features in
H, where |UH | =

(
sh
b

)
is the number of such attacks. Indeed, we are interested

in computing ÛH ⊆ UH , i.e., the set of attacks to the features in H that exactly
overlap all the h partitions in H (and not less).
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Proposition 4 (Computing the number of attacks ÛH). Let Ki be the set of all
attacks in UH that do not overlap with Pi ∈ H, and let K̄i be the complement of
Ki in UH . The following equation holds:

ÛH =
h⋂

i=1

K̄i.

Proof of the correctness of Proposition 4. Let C be a possible attack, i.e., a tuple
of b features chosen from the sh features of the h partitions in H. For every
C ∈ ÛH , by definition C contains h features from h different partitions in H, and
therefore C has non empty intersection with every K̄i. This proves ÛH ⊆ ∩hi=1K̄i.

To also prove that ∩hi=1K̄i ⊆ ÛH , let’s suppose that C ∈ ∩h
i=1K̄i, and that, by

contradiction, C does not overlap with h partitions as C does not contain any
feature in partition Pj ∈ H. This implies that C ∈ Kj since Kj contains by
construction all the tuples of b features that do not overlap with Pj ∈ H. Since
C ∈ Kj ⇒ C /∈ K̄j, which in turn implies that C /∈ ∩h

i=1K̄i. This contradicts our
hypothesis and concludes the proof.

We can finally write the probability Pr(h) as follows:

Pr(h) =

∑
H⊂P,|H|=h

∣∣∣ÛH

∣∣∣(
d
b

) =

(
2b+1
h

)
|⋂h

i=1 K̄i|(
d
b

) , (9.2)

where the factor
(
2b+1
h

)
counts the number of ways of selecting H ⊂ P , with

|H| = h, while the denominator
(
d
b

)
is the number of all the possible attacks on

the full feature set.
To compute the cardinality of ÛH , we resort to the complementary formulation

of the inclusion-exclusion principle:∣∣∣ÛH

∣∣∣ = ∣∣∣∣∣
h⋂

i=1

K̄i

∣∣∣∣∣ =
∣∣∣∣∣UH −

h⋃
i=1

Ki

∣∣∣∣∣ =
= |UH | −

h∑
i=1

|Ki|+
∑

1≤i<j≤h

|Ki ∩Kj|+ . . .+ (−1)h|K1 ∩ . . . ∩Kh|.

We can rewrite the above formula as follows:∣∣∣ÛH

∣∣∣ = ∣∣∣∣∣
h⋂

i=1

K̄i

∣∣∣∣∣ =
(
sh

b

)
−

h∑
i=1

(
s(h− 1)

b

)
+

∑
1≤i<j≤h

(
s(h− 2)

b

)
+ . . .+

=
h∑

k=0

(−1)k
(
h

k

)(
s(h− k)

b

)
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Figure 9.2: Expected attacker effect.

where the cardinality of the intersection of k distinct Ki sets is computed as(
s(h−k)

b

)
, resulting by the attacks to b features limited to the remaining of h − k

partitions in H ⊂ P , each of size s.
We can finally conclude by rewriting the formula in Eq. 9.2:

Pr(h) =

(
2b+1
h

)∑h
k=0(−1)k

(
h
k

)(
s(h−k)

b

)(
d
b

) (9.3)

We can now compute the probability Pr(FP) that FP is accurate. The forest FP
of 2b + 1 trees is accurate if the number e of erroneous trees is at most b. There
are several cases that lead to this outcome: we may have h trees affected by the
attacker and the remaining e−h trees being wrong independently of the attacker,
each with probability ϵ. Moreover, those e − h trees can be selected at random
among the |P| − h ones. We define as Pr(e|h) the probability that a total of e
trees in FP provide a wrong prediction, given that h were already harmed by the
attacker:

Pr(e|h) =
(|P|−h

e−h

)
ϵe−h(1−ϵ)|P|−e. (9.4)

Given that the attacker may negatively affect at least one and at most b trees, we
have that the probability of FP being correct is:

Pr(FP) =
b∑

e=1

e∑
h=1

Pr(h)︸ ︷︷ ︸
attacked

Pr(e|h)︸ ︷︷ ︸
inaccurate

. (9.5)
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Figure 9.2a shows the probability Pr(h) for different values of b. In this study,
the number of features in the dataset is chosen to have the multiple of 2b + 1
closest to 100. We highlight that the probability of “hitting” only a few partitions
is usually small. When b = 5, there are 11 partitions, and there is less than 15%
probability of hitting 3 partitions and about 85% of hitting at least 4 partitions;
when b = 10, there is nearly 0 probability of hitting less than 6 partitions out of 21,
and there is about 80% probability of hitting at least 8 partitions. Interestingly,
hitting b = 10 partitions is not the most probable event.

We are hypothesising that our attacker is very powerful, as it can likely impact
features used by a significant portion of trees in a forest FP by breaking these
trees. This is partially confirmed in Figure 9.2b, where the error rate probability
ϵ of trees is also considered. The expected accuracy Pr(FP) is not large, but,
interestingly, increasing the attacker’s budget does not have a significant impact.
It is true that the attacker can harm a good number of partitions, yet the majority
of them are expected to provide correct results, even considering e.
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9.8 Summary

In this section, we summarise the main contributions of the research presented in
this chapter, titled “Feature Partitioned Forests”.

• Evasion Attaks: Machine learning systems are affected by adversarial ma-
chine learning attacks, where a malicious entity attempts to force the system
to exhibit erroneous behaviour. Evasion attacks are well-known attacks in
the adversarial machine learning domain. The attacker performs an eva-
sion attack by perturbing a legitimate instance to induce the model to make
an incorrect prediction. Our contribution focussed on designing learning
algorithms for training tree-based binary classification ensembles robust to
evasion attacks. The adversary’s model we used is modelled through the L0-
norm, where the legitimate instance and the evasion instance differ at most
by k, i.e., the attacker’s budget k.

• Contribution: The main contributions of this work can be divided into two
parts. The first part involves the development of FPF, a learning algorithm
designed to train ensembles robust by construction against evasion attacks.
FPF trains forests of decision trees through random equi-partitioning of the
feature set, along with a projection of the dataset onto these partitions before
training each individual decision tree. This robust partitioning ensures that
less than half of the forest is involved during an evasion attack. The second
contribution comprises the development of two efficient and accurate certifi-
cation algorithms for estimating a lower bound on the robustness of forests
trained with FPF. These algorithms are Fast Robustness Lower Bound (FLB)
and Exhaustive Robustness Lower Bound (ELB). Additionally, we have de-
signed an efficient brute-force algorithm called BF for robustness verification,
leveraging the internal structure of trees to discretise the set of all possible
attacks. Lastly, we combined FLB, ELB, and BF into a cascading strategy
for efficient robustness verification of FPF forests.

• Main Results: Through extensive experiments, we demonstrated that forests
trained with FPF exhibit greater robustness against evasion attacks, outper-
forming the models trained by both robust and non-robust learning algo-
rithms. Furthermore, we showed that FLB and ELB are accurate robustness
certification algorithms, providing a tight lower bound on the exact model’s
robustness. Additionally, we demonstrated that the cascade strategy signifi-
cantly reduces robustness verification times, even by two orders of magnitude,
compared to solely executing an efficient brute-force algorithm like BF.

• In-Depth Analysis: Through an in-depth hyperparameter analysis, we
empirically demonstrated that the robustness of FPF forests increases with
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the number of robust sub-forests within the ensemble, i.e., the number of
iterations of the FPF algorithm. On the other hand, we showed that the
number of partitions used to divide the feature space must be proportional
to the attack’s budget. Excessive partitioning of the feature space leads to
less accurate individual trees, compromising the accuracy and robustness
of the final ensemble, especially when the dataset has a limited number of
relevant features.

9.8.1 Future Work

In this concluding section, we delineate prospective paths for future research and
extensions, building upon the results and ideas from this work.

• Different Adversary Models’s: In this work, we employed adversary’s
models based on the L0-norm, enabling the attacker to target any combina-
tion of a subset of features with any desired intensity. However, this type
of attack may not always be realistic or feasible in real scenarios. A poten-
tial extension of this research involves exploring more complex adversary’s
models constrained by norms different from L0-norm or exploiting rewriting
rules [36].

• Other Learning Algorithms: One of the most straightforward extensions
of this work is to exploit the main idea beyond robust feature partitioning
and dataset projection provided by FPF to enhance the robustness of non-
tree-based ensembles, such as ensembles of neural networks or other base
learners. Additionally, investigate the combined effect of FPF’s robust fea-
ture partitioning with learning algorithms to train robust base learners such
as Adversarial Boosting [92] or Robust Split [45].

• Multi-class classificaiton: Although in Section 9.4, we provided a solution
to exploit the main idea behind FLB and ELB certificates to create a certifi-
cation method for multi-class classification, the proposed FPF algorithm still
works exclusively on binary classification. Consequently, another promising
extension of this work is to adapt the FPF learning algorithm to multi-class
classification problems. In particular, it would be worth it to explore how ro-
bust feature partitioning and dataset projection can be effectively exploited
to handle multi-class classification while maintaining the models’ robustness
by construction in adversarial scenarios.
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Chapter 10

Beyond Robustness

In this chapter, we discuss the work titled “Beyond robustness: Resilience verifi-
cation of tree-based classifiers”, in proceedings as a full paper at the Computers
& Security, 2022. Further details can be found in the reference [31].

In this study, we delve into the scope of quantifying the security of machine
learning systems in adversarial scenarios where there is an attacker performing
evasion attacks. As explained above, among the various methods to evaluate the
security of machine learning models against evasion attacks, an important metric
is Robustness (defined in Equation 8.3).

Robustness is certainly an intuitive and desirable property to estimate the
performance of classifiers deployed in adversarial settings, yet it is sub-optimal
because it is strongly dependent on the choice of a specific input x . While the
performance of classifiers must indeed be empirically estimated on a set of correctly
labelled inputs (test set), such inputs are normally assumed to be sampled from
an underlying data distribution, and robustness says nothing about unsampled
data. In other words, a robustness proof for x does not provide any guarantee
about any other input x ′ close to x which could have been sampled in place of it.
This is concerning because the actual inputs of the classifier at operational phase
time will be different samples drawn from the same distribution of x , which are
not covered by standard security assessments based on robustness. This problem
has been independently acknowledged in very recent work on global robustness
properties by Chen et al. in [49] and Leino et al. in [100], which advocates the need
for verification techniques establishing robustness guarantees on all the possible
inputs provided to the classifier. Unfortunately, these efforts are still at an early
stage, and there is no uniform “one size fits all” definition of global robustness
that can be readily used to verify the security of classifiers. The work introduced
in this Chapter falls in the same research line of global robustness properties, yet
it takes a different direction to better complement the extensive amount of work
on robustness verification.

187
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In particular, in this Chapter, we propose a generalisation of robustness, called
resilience, designed to make the security assessment of classifiers more reliable.
Resilience generalises traditional robustness guarantees from a specific test set to
all the other possible test sets which could have been sampled in place of it, i.e.,
which are close to it given an appropriate definition of neighborhood. Resilience
thus provides a more conservative account of the security of classifiers than robust-
ness while retaining its intuitive flavour. Most importantly, the connection between
resilience and robustness allows one to leverage traditional tools for robustness ver-
ification as the first step of a resilience verification pipeline, thus integrating with
significant research efforts spent on robustness verification.

The main contributions of this work are two. First, we criticise the traditional
Robustness measure used to estimate the security of classifiers against evasion
attacks, and we propose an improved measure called Resilience. We then discuss
how resilience can be estimated by combining an arbitrary robustness verification
technique with a data-independent stability analysis, which identifies a subset of the
feature space where the classifier does not change its predictions despite adversarial
perturbations at test time. Then, we present a simple technique to turn any
classifier into a globally robust classifier (in the sense of Chen et al. in [100]) by
leveraging such data-independent stability analysis, thus clarifying the connections
with recent work in the area.

Second, we propose a data-independent stability analysis for decision trees
and tree-based ensembles. The stability analysis is based on symbolic attacks,
i.e., symbolic representations of a set of instances, along with their (relevant)
adversarial perturbation sets. These representations facilitate the analysis of tree-
based classifiers independently of a specific test set. Our analysis is proved sound
and can be readily leveraged to establish both robustness and resilience proofs for
tree-based classifiers (Section 10.4).

In the experimental part, we show that resilience verification is both useful and
feasible in practice, yielding a more reliable security assessment of classifiers de-
ployed in adversarial settings. In particular, our experiments show that robustness
can be significantly affected by the choice of a specific test set; hence, it may give
a false sense of security. On the other hand, resilience is effective at discriminating
between secure models and models that turned out to be robust just by accident,
i.e., thanks to a lucky, specific sampling of the test set. Finally, our work showed
why resilience is superior to robustness in terms of practical security guarantees
and showed that even robust-trained models are not necessarily resilient.

The chapter is organised as follows. In Section 10.1, we provide an overview
of related work in the field of adversarial machine learning and global robustness
verifiers for tree-based classifiers. Section 10.2 defines the threat model and adver-
sary’s model used in this work. Section 10.3 introduces the first main contribution
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of this work, namely the introduction of the metric resilience, highlighting its
differences with robustness and stability. Section 10.4 presents the second main
contribution, which is the definition of the data-independent stability analyser for
tree-based classifiers. Section 10.5 provides a detailed discussion of the implemen-
tation of the data-independent stability analyser and the experimental setup used
to verify the usefulness of the resilience metric. In Section 10.6, we delve into the
main results, demonstrating that robustness offers only a local view of robustness,
leading to a false sense of security, while resilience provides a better estimate of
model security under attack. Section 10.7 includes an analysis of the efficiency of
the data-independent stability analyser implementation and provides correctness
proofs for the theorems on which the data-independent stability analyser is based.
Finally, in Section 10.9, we summarise the contributions, results, and potential
future directions of this study.

10.1 Related Work: Security Verification

Recent independent works in the domain of adversarial machine learning acknowl-
edged the limitations of robustness for the security verification of classifiers [49,
100]. Chen et al. in [49] defined a set of five new global robustness properties, i.e.,
universally-quantified statements over one or more inputs to the classifier and its
corresponding outputs. These properties also include a data-independent stability
definition that requires any two inputs differing just for the value of a fixed set
of features to lead to “close” predictions. The authors also proposed a technique
to verify this property for a custom type of rule-based classifiers generalising deci-
sion tree ensembles. Although their work shares similarities with ours in terms of
research goals, we note several important differences. First, our data-independent
stability analysis allows one to identify a subset of the feature space where the clas-
sifier is stable rather than verifying stability over the entire feature space; in other
words, we can effectively identify sub-spaces where stability is globally guaranteed.
This is more useful in practice because stability over the entire feature space is
often too strong, essentially requiring that the set of non-robust features is unused
for classification. Indeed, contrary to the security notion proposed in this work,
i.e., the resilience, their global robustness properties are entirely abstract from the
data distribution, which is a sound yet overly conservative choice in the machine
learning setting. This claim is confirmed by the experimental evaluation provided
by Chen et al. in [49], which shows that stability cannot be verified for any model
(standard or robust) besides those deliberately trained by the authors to enforce
that property. Rather, we are able to use our resilience notion to perform practi-
cally useful security evaluations of existing ML models while still overcoming the
limitations of robustness confirmed by our experiments.
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Furthermore, Leino et al. in [100] introduced globally robust neural networks.
They proposed a technique to train neural networks with a special output ⊥,
designed to signal predictions performed on a subset of the feature space that is too
close to the decision boundary and, hence, potentially subject to evasion attacks.
Their notion of global robustness requires that any two “close” inputs must lead
to the same output unless ⊥ is returned for at least one of the two inputs. Our
data-independent stability analysis essentially captures the same notion because
its output could also be used to return ⊥ on all the instances that do not fall on
a stable subset of the feature space. However, the global robustness defined by
Leino et al. in [100] cannot be used to reason about the security of traditional
classifiers, which do not use the ⊥ label. Finally, their technical treatment is quite
different from ours since they focus on neural networks while we care more about
tree-based classifiers in adversarial scenarios.

The security certification of decision trees and decision tree ensembles has
received an increasing amount of attention from the research community during
the last few years. The first seminal work on the topic is due to Kantchelian
et al. in [92]. They showed that computing minimal adversarial perturbations
for tree ensembles is NP-complete in general and proposed a mixed-integer linear
programming technique for the task. This motivated additional work in the area
by Chen et al. in [46]. They investigated restricted fragments of the problem
which are tractable in polynomial time and proposed an approximated, yet sound,
approach to verify robustness against L∞-norm attackers. In later work, Ranzato
and Zanella in [145] proposed the use of abstract interpretation to mitigate the
complexity of robustness verification by means of a sound over-approximation of
the ensemble predictions, again assuming L∞-norm attackers. Calzavara et al. in
[33] showed that abstract interpretation could also be used to verify the robustness
of decision trees against an expressive threat model, where the attacker is encoded
as an arbitrary imperative program. All of these approaches only prove robustness
and cannot be directly used to prove resilience without a data-independent stability
analysis, like the one proposed in the present paper.

A different line of work which is more directly comparable to ours is related to
the VoTE checker by Törnblom and Nadjm-Tehrani in [164]. Given a tree ensem-
ble, VoTE computes the set of all the equivalence classes induced by the ensemble
over the feature space. Once the equivalence classes have been computed, VoTE
uses a property checker module to verify different properties on them. The idea of
computing equivalence classes from the tree ensemble yields a data-independent
analysis approach; however, there are important differences with respect to our
work. First, their analysis is not adversary-aware, and the security implications
of data independence are not explored by the authors since they just verify tra-
ditional robustness properties. We rather clarify the practical relevance of data
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independence by introducing a new formal security notion called resilience, and
we design experiments to show its empirical value on real datasets. Moreover,
computing all the equivalence classes of an ensemble is infeasible in general due
to their combinatorial explosion, as also observed by the authors of VoTE. In a
follow-up work, the same authors proposed an abstraction-refinement approach to
mitigate this complexity problem [163]. However, contrary to our analysis, their
extension is not proved sound, which is an important requirement for the analysis
of classifiers deployed in adversarial settings.

10.2 Threat and Adversary’s Model

In this study, we consider a threat model for a machine learning system designed
for binary classification, making it susceptible to evasion attacks. An attacker at-
tempts to mislead an already trained binary classifier h by perturbing a legitimate
instance x to generate an evasion instance z . We assume each feature in the fea-
tures space F denoted as f ∈ {1, . . . , d} is associated with a cost cf ∈ N, that the
attacker has to pay in order to add to f a perturbation δ ∈ R arbitrarily drawn
from an interval Iatkf . The interval Iatkf can be different for each feature f and takes
the form of [δl, δr], where δl and δr are the minimal and the maximal perturbation
values, respectively. We encode robust features that cannot be manipulated by
setting [0, 0] as their perturbation interval.

We characterise the attacker’s model Ab by using the previous definition of
the threat model and constraining the attacker with a budget b, which determines
the maximum aggregate cost the attacker can spend to manipulate features. The
budget b characterises the attacker’s power. For the sake of clarity, we will refer to
the attacker’s model as A when b is known from the context. Given the attacker’s
model Ab, we formalise the adversarial perturbation set Ab(x ) as follows:

Definition 10 (Adversarial Perturbation Set). Given an instance x ∈ X , we define
the adversarial perturbation set Ab(x ), as the set of the adversarial instances z
for which there exists a set of attacked features B ⊆ F such that:

1. For all f ∈ B, we have z(f) = x(f) + δ for some δ ∈ Iatkf .

2. For all f ̸∈ B, we have z(f) = x(f).

3. We have
∑

f∈B cf ≤ b.

This threat model is inspired by traditional distance-based attackers from the
adversarial ML literature and it is expressive enough to model a wide range of
attacks, including those based on the L0-norm and the L∞-norm which are tradi-
tionally used in prior work [34, 46]. In particular, note that:
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• L0-norm attackers can be modelled by assuming that each feature can be
perturbed in the interval [−∞,+∞] by paying cost 1 and by setting the
attacker’s budget to the maximum L0-distance assumed for the attack.

• L∞-norm attackers can be modelled by assuming that each feature can be
perturbed in the interval [−δ,+δ] by paying cost 1, where δ is the maximum
L∞-distance assumed for the attack, and by setting the attacker’s budget to
the total number of features.

By using this threat model, we are able to design a relatively general analysis
technique that readily applies to at least these two popular classes of attackers from
the literature. These attackers are popular because they are simple mathemati-
cal models of two representative classes of threats: strong corruptions of a small
number of features (L0-norm) and weak corruptions of all the features (L∞-norm).

10.3 Contribution 1: The Resilience Metric

Before delving into one of the primary contributions of this work, we introduce
the fundamental technical elements necessary for a comprehensive understanding
of this study. Here, our attention is centred on conventional binary decision trees,
which represent the most prevalent and widely used variant of such models.

Given that we extensively discussed the internal structure of decision trees in
Section 2.1.2 and have also addressed it in the previous Chapter 9, we only repeat
a few essential details. A decision tree t can be inductively defined as a leaf λ(y) or
an internal node σ(f, v, tl, tr), where f identifies a feature, v is the node threshold,
and tl and tr are the left and right decision trees, respectively. At test time,
the instance x traverses the tree t until it reaches a leaf λ(y), which returns the
prediction, denoted by t(x ). Specifically, for each traversed tree node σ(f, v, tl, tr),
x falls into the left sub-tree tl if x

(f) ≤ v, and into the right sub-tree tr otherwise.
In this work, ensemble decision tree in tree-based ensembles (i.e., forests)

F = {t1, . . . , tn} where the ensemble prediction F (x ) is computed by perform-
ing majority voting on the individually tree-predicted classes.

10.3.1 Robustness vs. Resilience

We now discuss important shortcomings in the traditional robustness measure, and
we propose a generalisation of robustness, called resilience, which is designed to
mitigate those. We then explain how resilience can be verified in practice, and we
further elaborate on its design by discussing its connections with a recent definition
of global robustness. [100].
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Figure 10.1: Robustness is not robust: slightly different test sets lead to very
different values of robustness

A key problem of robustness is its strong data-dependence, i.e., robustness is
quantified on a specific test set Dtest. Hence, it is possible that even tiny differ-
ences between two test sets Dtest and D′

test might lead to quite different values of
robustness. This might give a false sense of security. For example, a classifier
having robustness 0.7 on Dtest might only have robustness 0.4 on D′

test, although
both Dtest and D′

test are representative of the same data distribution of the test
instances. We show this problem of robustness in Figure 10.1, where we compute
the accuracy and robustness of both Dtest and D′

test with the same tree classifier.
We assume here a two-dimensional feature space and an L1-norm attacker such
that A(x ) = {z | z ∈ X ∧ ∥z − x∥1 ≤ 0.75}, leading to the highlighted instability
areas around the decision boundaries of the tree. The figure shows that the same
classifier provides very different robustness measures on the two close test sets
Dtest and D′

test. The reason behind this drop in robustness lies in more instances
of D′

test falling in the instability area. Hence, the adoption of Dtest over D′
test for

robustness computation might give a false sense of security.
To mitigate this problem of robustness, we propose resilience, a new security

measure that explicitly assumes that test instances are sampled from a given data
distribution; hence, each instance x is just a possible sample drawn from a set
of neighbours N(x ). For example, N(x ) may contain all the instances that are
within a maximum L∞-distance from x , as we assume in our experiments.

In Figure 10.1, we define N(x ) = {z | z ∈ X ∧ ∥x − z∥∞ ≤ 0.50} and the
neighborhood of x is thus graphically represented by a small box around x . Indeed,
the figure shows these boxes only for the instances of Dtest whose neighbourhood
N(x ) intersects the instability areas of the tree and, therefore, other instances in
their neighbourhood might suffer from evasion attacks.
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Resilience avoids the shortcomings of robustness illustrated in Figure 10.1, as
it generalises the idea of robustness to all the test sets which could have been
sampled within neighbourhoods of the original test set. In other words, resilience
requires the classifier to be robust on test instances while remaining stable in their
neighbourhoods, for which the correct class labels are unknown.

Formally, given the attacker A, an instance x ∈ X , the classifier h, and let
N(x ) be the neighbourhood set of the instance x , the classifier h is resilient on x
with respect to A if the following definition holds:

Definition 11 (Resilience). The classifier h is resilient on the instance x if and
only if h is robust on x and h is stable on all the instances x ′ ∈ N(x ).

Back to our example, the resilience of both the test sets of Figure 10.1 turns
out to be 0.4, i.e., the measured robustness of D′

test, the unlucky test set shown in
the right part of the figure.

Note that resilience generalises beyond the test set by means of the N(x )
component, which extends the stability guarantees of robustness to an uncountable
set of neighbours not included in the test set. Still, similarly to robustness, we can
quantify resilience on a test set of correctly labelled instances like in traditional
ML pipelines by defining a resilience measure R(A,N) as follows:

R(A,N) =

∑
(x ,y)∈Dtest

1[∀x ′ ∈ N(x ),∀z ∈ A(x ′) | h(z ) = y]

|Dtest|
(10.1)

Observe that resilience provides a lower bound to robustness as claimed, i.e.,
R(A,N) ≤ R(A,N) for every classifier h and test set Dtest.

Finally, we acknowledge that resilience is still a data-dependent property. How-
ever, the dependence from the test set is much weaker for resilience than for robust-
ness, thanks to the introduction of the N(x ) component. Indeed, data dependence
is not necessarily a problem per se because a high-quality test set is required to
empirically assess the performance of ML models anyway; however, excessive de-
pendence on a given test set might provide a false sense of security against evasion
attacks.

10.3.2 Resilience Verification

Traditional robustness verification approaches cannot be readily applied to prove
resilience. In particular, note that robustness verification takes as input an instance
x and attempts to assess its stability, while resilience verification requires proving
stability for an uncountable set of instances N(x ).

Nevertheless, it is possible to estimate resilience by combining robustness ver-
ification with a data-independent stability analysis. In particular, assume one has
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a technique to identify the set XS = {x ∈ X | h is stable on x}, then h is resilient
on x if and only if h is robust on x and N(x ) ⊆ XS. Note that XS in Figure 10.1
corresponds to the whole area except the instability ones. Hence, resilience verifi-
cation reduces to robustness verification with the additional condition N(x ) ⊆ XS,
i.e., we also have to check that N(x ) does not intersect the instability area. This
allows one to take advantage of existing robustness verifiers also to quantify re-
silience, provided that the stable part of the feature space XS has been computed.
Note that computing XS is not trivial, in particular for tree ensembles, because
a given instance traverses the ensemble reaching a set of leaves, and any of such
reachable set of leaves corresponds to a sub-space which should be evaluated for
inclusion in XS. Clearly, the number of these sub-spaces grows exponentially with
the number of trees in the ensemble. In order to compute XS, and therefore com-
pute resilience, we resort to an approximated approach: computing a tractable
under-approximation of XS for decision trees and decision tree ensembles is a key
contribution of this work.

In particular, the data-independent stability analysis introduced in Section 10.4
allows one to compute a set X ′

S ⊆ XS, i.e., a sound under-approximation of the
portion of the feature space where a tree-based classifier is stable. The proposed
computation of X ′

S depends on the classifier alone and not on the test data at
hand. In fact, we can exploit the generality of X ′

S to efficiently compute lower
bounds for the robustness and resilience measures as follows.

Given that if x ∈ X ′
S and h(x ) = y, then h is robust on x , we can define a

lower bound R̂ on robustness as:

R̂(A,X ′
S) =

∑
(x ,y)∈Dtest

1[x ∈ X ′
S ∧ h(x ) = y]

|Dtest|
(10.2)

Similarly, given that if h is robust on x and N(x ) ⊆ X ′
S, then h is also resilient

on x , we can introduce a lower bound R̂ on resilience as:

R̂(A,X ′
S) =

∑
(x ,y)∈Dtest

1[∀z ∈ A(x ) | h(z ) = y ∧N(x ) ⊆ X ′
S]

|Dtest|
(10.3)

Note that the pre-computation of X ′
S makes robustness verification straightfor-

ward for all the instances falling in X ′
S and that the computation of the resilience

estimate R̂(A,X ′
S) can potentially exploit any robustness verification method,

which allows one to leverage existing work in the area. Moreover, we may use
the accuracy of R̂(A,X ′

S) with respect to the true robustness R(A) (established
using an existing robustness verifier) as a proxy for the accuracy of X ′

S, which
allows us to assess the quality of the under-approximation R̂(A,X ′

S) and advocate
its adoption to mitigate the false sense of security provided by R(A).
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Note that, for the sake of simplicity, hereinafter, we refer to R(A), R̂(A,X ′
S),

R(A,N), and R̂(A,X ′
S) as R, R̂, R, and R̂, respectively, when the attacker A, the

neighbour set N , and set X ′
S can be easily derived by the context.

10.3.3 Resilience vs. Global Robustness

Recent work proposed a technique to train globally robust neural networks, which
provide robustness guarantees for all the possible inputs rather than just for the
inputs in the test set [100]. The idea of globally robust neural networks, general-
isable to arbitrary classifiers, is that the set of labels Y is extended with a special
class ⊥, used to denote that no reliable prediction is possible because the instance
is too close to the decision boundary of the classifier and thus potentially suscep-
tible to evasion attacks. Global robustness requires that any two instances that
are close enough to each other are either assigned the same prediction or at least
one of them is flagged as ⊥. This property is intuitive and desirable; however,
contrary to resilience, it cannot be used to verify the security of existing classifiers
that have not been trained to return the ⊥ label.

Rather, note that the proposed approach to resilience verification based on a
data-independent stability analysis can be readily applied to transform any clas-
sifier into a globally robust classifier. In particular, given any classifier h and a
subset of the feature space X ′

S ⊆ X where h is stable, one can define a globally
robust classifier h′ as follows:

h′(x ) =

{
h(x ) if x ∈ X ′

S

⊥ otherwise

Observe that the previously defined robustness estimate R̂ provides a (local) ro-
bustness measure of the globally robust classifier h′ obtained through the previous
construction.

10.4 Contribution 2: Data-independent Stabil-

ity Analysis

In this section, we present the second main contribution of this work: a data-
independent stability analysis for decision trees and decision tree ensembles to
compute the two measures R̂ (robustness lower bound) and R̂ (resilience lower
bound) defined in Section 10.3.2, thus providing conservative (i.e., lower bound)
estimates of robustness and (most importantly) resilience. The analysis is proved
sound. We show that the portions of the feature space marked as stable by the
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analysis may only contain instances where the classifier is indeed stable. Proofs
are given in Section 10.7.2.

10.4.1 Preliminaries

Our analysis leverages intervals of real numbers. Given a, b ∈ R∪{−∞,+∞} with
a ≤ b, we use standard notation for intervals, using parentheses to represent open
bounds and brackets to represent closed bounds. This leads to four possible types
of intervals: (a, b), [a, b), (a, b], and [a, b]. We use I, J to range over intervals. A
hyper-rectangle H ⊆ X is represented as a vector of intervals ⟨I1, . . . , Id⟩ over R.

Given a decision tree t, we define its possible predictions over the hyper-
rectangle H as t(H) = {y ∈ Y | ∃x ∈ H : t(x ) = y}. Note that computing t(H)
is straightforward by means of a recursive tree traversal. Specifically, if t = λ(y),
then t(H) = {y}. If instead t = σ(f, v, tl, tr), we define t(H) with H = ⟨I1, . . . , Id⟩
as follows:

t(H) =


tl(H) if If ∩ (v,+∞) = ∅
tr(H) if If ∩ (−∞, v] = ∅
tl(H) ∪ tr(H) otherwise

Finally, we extend predictions over hyper-rectangles from trees to tree ensem-
bles, noted F (H). The actual definition of F (H) depends on the approach used by
F to aggregate the individual tree predictions to produce the ensemble prediction.
For example, in the case of majority voting, we may let:

F (H) =

{
{y} if |{ti ∈ F | ti(H) = {y}}| > |F |/2
Y otherwise

For soundness, we require {y ∈ Y | ∃x ∈ H : F (x ) = y} ⊆ F (H), i.e., the
set of the predictions F (H) includes all the predictions that may be assigned to
an instance in H. Proving that this requirement holds for the definition above is
straightforward.

In the following, given two intervals, we define their sum I + J as the interval
whose lower bound is the sum of the lower bounds and whose upper bound is the
sum of the upper bounds; we require the bounds to be closed if and only if both
the added bounds are closed. For example, [1, 3] + (4, 6] = (5, 9]. Moreover, given
two hyper-rectangles, we define their sum H + H ′ as the pointwise sum of their
components (intervals).

10.4.2 Decision Tree Stability Analysis

Our analysis operates by annotating each node of a decision tree with a set of sym-
bolic attacks, which represent a set of instances along with their relevant adversarial
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Figure 10.2: An example of the internal structure of a decision tree.

perturbations. As for the work in Chapter 9, most adversarial perturbations are
not relevant for the stability analysis of decision trees because such classifiers op-
erate by means of thresholds; hence, only attacks that allow for traversing some
threshold might lead to instability [35]. Formally, a symbolic attack s has the
shape ⟨Ipre1 , . . . , Ipred ⟩ ▷ ⟨Ipost1 , . . . , Ipostd ⟩k, where each Iprei , Ipostj is an interval on R
and k ∈ N. Intuitively, s identifies the set of instances located within the hyper-
rectangle ⟨Ipre1 , . . . , Ipred ⟩, called the pre-image of the symbolic attack, along with
their adversarial perturbations located within the hyper-rectangle ⟨Ipost1 , . . . , Ipostd ⟩,
called the post-image of the symbolic attack; the cost of such adversarial pertur-
bations is bounded above by k. We make use of symbolic attacks to identify which
nodes of the decision tree can be traversed by a set of instances as the result of
adversarial perturbations against them; we require that when k = 0, the pre-image
and the post-image coincide, i.e., the symbolic attack captures the case where no
adversarial perturbation has taken place. We write s.pre, s.post, and s.cost to
project the pre-image, the post-image, and the cost of s, respectively.

Before presenting the formal details, we present the analysis at work on the
decision tree of Figure 10.2 built on a feature space with two features. We assume
an attacker who can manipulate at most one feature by adding a perturbation δ ∈
[−1, 1]. Formally, this is represented by having Iatk1 = Iatk2 = [−1, 1], c1 = c2 = 1
and b = 1. The analysis result for node annotations is presented in Table 10.1.

The observations we can draw from the results of this analysis are the follow-
ing: Node 1 is the root of the tree; hence, the analysis cannot conclude anything
about instances traversing the node, i.e., the symbolic attack in the node anno-
tation models that all instances in the feature space traverse the root, no matter
what the attacker does. Node 2, instead, is more interesting because the analysis
captures two cases via two symbolic attacks: an instance x might traverse the node
either because x1 ≤ 10 and the attacker does nothing, or because x1 ∈ (10, 11] is
adversarially manipulated into the interval (9, 10]. Note that, in the second case,
the symbolic attack is assigned a cost of 1, which allows us to track that no further
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Table 10.1: Tree annotation results for the decision tree in Figure 10.2

Node Symbolic Attacks

1 ⟨(−∞,+∞), (−∞,+∞)⟩▷ ⟨(−∞,+∞), (−∞,+∞)⟩0

2
⟨(−∞, 10], (−∞,+∞)⟩▷ ⟨(−∞, 10], (−∞,+∞)⟩0
⟨(10, 11], (−∞,+∞)⟩▷ ⟨(9, 10], (−∞,+∞)⟩1

3
⟨(−∞, 10], (−∞, 5]⟩▷ ⟨(−∞, 10], (−∞, 5]⟩0
⟨(−∞, 10], (5, 6]⟩▷ ⟨(−∞, 10], (4, 5]⟩1
⟨(10, 11], (−∞, 5]⟩▷ ⟨(9, 10], (−∞, 5]⟩1

4
⟨(−∞, 10], (5,+∞)⟩▷ ⟨(−∞, 10], (5,+∞)⟩0
⟨(−∞, 10], (4, 5]⟩▷ ⟨(−∞, 10], (5, 6]⟩1
⟨(10, 11], (5,+∞)⟩▷ ⟨(9, 10], (5,+∞)⟩1

5
⟨(10,+∞), (−∞,+∞)⟩▷ ⟨(10,+∞), (−∞,+∞)⟩0
⟨(9, 10], (−∞,+∞)⟩▷ ⟨(10, 11], (−∞,+∞)⟩1

6
⟨(10,+∞), (−∞, 8]⟩▷ ⟨(10,+∞), (−∞, 8]⟩0
⟨(10,+∞), (8, 9]⟩▷ ⟨(10,+∞), (7, 8]⟩1
⟨(9, 10], (−∞, 8]⟩▷ ⟨(10, 11], (−∞, 8]⟩1

7
⟨(10,+∞), (8,+∞)⟩▷ ⟨(10,+∞), (8,+∞)⟩0
⟨(10,+∞), (7, 8]⟩▷ ⟨(10,+∞), (8, 9]⟩1
⟨(9, 10], (8,+∞)⟩▷ ⟨(10, 11], (8,+∞)⟩1

perturbations are possible because the attacker’s budget has run out. Even more
interesting is the case of node 3, where we have three possibilities. In particular,
an instance x might traverse the node in the following cases: i) x1 ≤ 10 and
x2 ≤ 5, hence no adversarial perturbation is needed, ii) x1 ≤ 10 and x2 ∈ (5, 6] is
manipulated into (4, 5], or iii) x1 ∈ (10, 11] is manipulated into (9, 10] and x2 ≤ 5.
We do not have a case where both features are manipulated because this would
exceed the attacker’s budget. A similar reasoning applies to the other nodes in
the tree. Once the tree has been annotated, it is possible to check stability by
inspecting the annotations in its leaves: we discuss this aspect of the analysis later
in the section.

Algorithm 6 describes the annotation function for decision trees. We assume
each node of the tree is enriched with an attribute sym, used to store a set of
symbolic attacks. The call Annotate(t, S) annotates the root of t with the set of
symbolic attacks S passed as a parameter (line 5), then uses S and the threshold
information in the root to generate the annotations for the roots of the left and
right sub-trees (lines 9-11); finally, the process goes down recursively (lines 12-
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13). When the annotation function is initially invoked on the root of the decision
tree to analyse, we set S = {⟨(−∞,+∞)d⟩▷ ⟨(−∞,+∞)d⟩0} as explained in the
example.

Algorithm 6 Decision tree annotation

1: function Annotate(t, S)
2: Input
3: t : tree
4: S : symbolic attack set generated by the parent node

5: t.sym← S
6: if t = σ(f, v, tl, tr) then
7: Sl ← ∅
8: Sr ← ∅
9: for s ∈ S do
10: Sl ← Sl ∪RefineLeft(s, f, v)
11: Sr ← Sr ∪RefineRight(s, f, v)

12: Annotate(tl, Sl)
13: Annotate(tr, Sr)

The key part of the node annotation logic is implemented by the auxiliary
functions RefineLeft and RefineRight, defined in Algorithm 7 and Algorithm
8, respectively. Given a symbolic attack s, a feature f and the associated threshold
v from an internal node of the decision tree, the call RefineLeft(s, f, v) uses s to
generate a new set of symbolic attacks S for the root of the left sub-tree (initially
empty). Lines 13-19 account for the case where some instances in the post-image
of s already fall in the left sub-tree, i.e., the attacker does not need to spend budget
to manipulate the feature f so as to push some instances in the pre-image into
the left sub-tree. In this case, S is extended with a refined variant of s, where we
track that the feature f must belong to the interval (−∞, v] for the instances in the
post-image (line 14). Also the pre-image of s is refined in the left sub-tree: if f was
not attacked, we know that the feature f must belong to the interval (−∞, v] for
the instances in the pre-image as well (lines 15-16); otherwise, we still know that
the attack could not push instances beyond the maximum negative perturbation
δl < 0, hence the feature f must belong to the interval (−∞, v − min(0, δl)] for
the instances in the pre-image (lines 17-18). Lines 20-23, instead, cover the case
where some instances in the pre-image are close enough to the threshold v to be
pushed into the left sub-tree as the result of adversarial perturbations. In this case,
provided that the attacker still has enough budget to spend, S is extended with
a refined variant of s, where we update both the post-image and the pre-image
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Algorithm 7 Refinement for the left sub-trees

1: function RefineLeft(s, f, v)
2: Input
3: s : symbolic attack
4: f : test node’s feature
5: v : test node’s threshold
6: Output
7: S : set symbolic attacks create by the split (v, f) of s

8: S ← ∅
9: ⟨Ipre1 , . . . , Ipred ⟩ ← s.pre
10: ⟨Ipost1 , . . . , Ipostd ⟩ ← s.post
11: k ← s.cost
12: [δl, δr]← Iatkf

13: if Ipostf ∩ (−∞, v] ̸= ∅ then
14: Jpost

f ← Ipostf ∩ (−∞, v]

15: if Ipref = Ipostf then
16: Jpre

f ← Ipref ∩ (−∞, v]
17: else
18: Jpre

f ← Ipref ∩ (−∞, v −min(0, δl)]

19: S ← S ∪ {⟨Ipre1 , . . . , Ipref−1, J
pre
f , Ipref+1, . . . I

pre
d ⟩ ▷

⟨Ipost1 , . . . , Ipostf−1, J
post
f , Ipostf+1, . . . , I

post
d ⟩k}

20: if Ipref = Ipostf ∧ δl < 0 ∧ Ipref ∩ (v, v − δl] ̸= ∅ ∧ k + cf ≤ b then

21: Jpost
f ← Ipostf ∩ (v + δl, v]

22: Jpre
f ← Ipref ∩ (v, v − δl]

23: S ← S ∪ {⟨Ipre1 , . . . , Ipref−1, J
pre
f , Ipref+1, . . . I

pre
d ⟩ ▷

⟨Ipost1 , . . . , Ipostf−1, J
post
f , Ipostf+1, . . . , I

post
d ⟩k+cf}

24: return S

to reflect their proximity to the threshold v. More precisely, given the maximum
negative perturbation δl < 0, we track that the feature f must belong to the
interval (v+ δl, v] for the instances in the post-image and to the interval (v, v− δl]
for the instances in the pre-image, otherwise crossing the threshold would not be
possible. The RefineRight function performs analogous reasoning for the right
sub-tree; hence, we omit a detailed explanation.

The stability analysis for decision trees is finally shown in Algorithm 9. The
call Analyze(t) leverages the results of the tree annotation function to return a
set of symbolic attacks U , identifying the portions of the feature space where the
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Algorithm 8 Refinement for the right sub-trees

1: function RefineRight(s, f, v)
2: Input
3: s : symbolic attack
4: f : test node’s feature
5: v : test node’s threshold
6: Output
7: S : set symbolic attacks create by the split (v, f) of s

8: S ← ∅
9: ⟨Ipre1 , . . . , Ipred ⟩ ← s.pre
10: ⟨Ipost1 , . . . , Ipostd ⟩ ← s.post
11: k ← s.cost
12: [δl, δr]⟩ ← Iatkf

13: if Ipostf ∩ (v,+∞) ̸= ∅ then
14: Jpost

f ← Ipostf ∩ (v,+∞)

15: if Ipref = Ipostf then
16: Jpre

f ← Ipref ∩ (v,+∞)
17: else
18: Jpre

f ← Ipref ∩ (v −max(0, δr),+∞)

19: S ← S ∪ {⟨Ipre1 , . . . , Ipref−1, J
pre
f , Ipref+1, . . . I

pre
d ⟩ ▷

⟨Ipost1 , . . . , Ipostf−1, J
post
f , Ipostf+1, . . . , I

post
d ⟩k}

20: if Ipref = Ipostf ∧ δr > 0 ∧ Ipref ∩ (v − δr, v] ̸= ∅ ∧ k + cf ≤ b then

21: Jpost
f ← Ipostf ∩ (v, v + δr]

22: Jpre
f ← Ipref ∩ (v − δr, v]

23: S ← S ∪ {⟨Ipre1 , . . . , Ipref−1, J
pre
f , Ipref+1, . . . I

pre
d ⟩ ▷

⟨Ipost1 , . . . , Ipostf−1, J
post
f , Ipostf+1, . . . , I

post
d ⟩k+cf}

24: return S

decision tree t may be unstable. The function operates by looking for two leaves
with different class predictions such that: i) the first leaf contains a symbolic
attack s of cost 0, i.e., no adversarial perturbation was performed on the pre-
image of s, ii) the second leaf contains a symbolic attack s′ of cost greater than
0, i.e., the attacker manipulated the pre-image of s′, and iii) the pre-images of
the two symbolic attacks s, s′ partially overlap, i.e., there exist some instances
which might fall into a leaf with a different class than the original prediction due
to adversarial perturbations (lines 8-13). In this case, the intersection of the pre-
images identifies a portion of the feature space where the tree may be unstable.



10.4. CONTRIBUTION 2: DATA-INDEPENDENT STABILITY ANALYSIS203

Algorithm 9 Stability analysis for decision trees

1: function Analyze(t)
2: Input
3: t : tree
4: Output
5: U : set of symbolic attacks where t may be unstable

6: t← Annotate(t, {⟨(−∞,+∞)d⟩▷ ⟨(−∞,+∞)d⟩0})
7: U ← ∅
8: for λ(y) ∈ t do
9: for s ∈ {ŝ ∈ λ(y).sym | ŝ.cost = 0} do
10: for λ′(y′) ∈ t do
11: if y′ ̸= y then
12: for s′ ∈ {ŝ ∈ λ′(y′).sym | ŝ.cost > 0} do
13: if s.pre ∩ s′.pre ̸= ∅ then
14: s′′.pre← s.pre ∩ s′.pre
15: s′′.post← s′.post ∩ (s′′.pre+ ⟨Iatk1 , . . . , Iatkd ⟩)
16: s′′.cost← s′.cost
17: U ← U ∪ {s′′}
18: return U

The post-image of s′ is refined to capture that the adversarial perturbations cannot
push instances beyond the maximum allowed perturbation of the intersection of
the two pre-images (lines 14-17). This is a conservative approximation, which
accounts for all the possible adversarial perturbations. To exemplify the output of
the stability analysis, consider the node annotations in Table 10.1. The stability
analysis returns the symbolic attacks reported in Table 10.2.

The pre-images of these symbolic attacks identify the portions of the feature
space where the decision tree is unstable. It is interesting to observe that leaves 4
and 6 contribute two portions of the feature space where the tree may be unstable,
while leaves 3 and 7 only contribute one. The reason for this is that leaves 4 and
6 partially overlap on the values allowed for the second feature, i.e., the interval
(5, 8]. This means that it is possible to jump from leaf 4 to leaf 6 (and vice versa)
as the result of an attack targeting just the first feature, provided that the second
feature falls into (5, 8]. Conversely, leaves 3 and 7 have no overlap on any of the
two features; hence, an attack which manipulates just one feature cannot induce a
jump between these two leaves. As a final comment, notice that the post-images
are not needed at this stage of the analysis: we just collect them because they
support the analysis of tree ensembles in the next section.
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Table 10.2: Tree stability analysis results for the decision tree in Figure 10.2 with
respect to the symbolic attacks in Table 10.1

Leaf node Symbolic Attacks

3 ⟨(−∞, 10], (4, 5]⟩▷ ⟨(−∞, 10], (5, 6]⟩1

4
⟨(−∞, 10], (5, 6]⟩▷ ⟨(−∞, 10], (4, 5]⟩1
⟨(9, 10], (5, 8]⟩▷ ⟨(10, 11], (4, 8]⟩1

6
⟨(10,+∞), (7, 8]⟩▷ ⟨(10,+∞), (8, 9]⟩1
⟨(10, 11], (5, 8]⟩▷ ⟨(9, 10], (5, 9]⟩1

7 ⟨(10,+∞), (8, 9]⟩▷ ⟨(10,+∞), (7, 8]⟩1

The soundness theorem for our analysis is given below. The theorem states that
all the instances x where t is unstable must fall in the pre-image of a symbolic
attack contained in the set U returned by the call Analyze(t). In other words, the
union of the pre-images of the symbolic attacks in U can only over-approximate
the portion of the feature space where t is unstable, i.e., t must be stable on all the
instances located outside such area. This allows us to compute the set X ′

S where
t is stable by subtracting the union of the pre-images of U from the full feature
space X .

Theorem 1 (Soundness of Tree Analysis). The call Analyze(t) returns a set of
symbolic attacks U such that, for every instance x ∈ X and every adversarial
instance z ∈ A(x ) such that t(z ) ̸= t(x ), there exists s ∈ U such that x ∈ s.pre
and z ∈ s.post.

We conjecture that the analysis is not only sound but also complete, i.e., for
every s ∈ U there exist x ∈ X and z ∈ A(x ) such that x ∈ s.pre, z ∈ s.post
and t(z ) ̸= t(x ). However, we do not formally prove this result because it has
limited practical value: in particular, single decision trees are very rarely used in
practice and have to be combined in an ensemble to provide enough predictive
power. Since the ensemble analysis in the next section is sound but not complete,
the conjectured completeness result would not generalise to practical cases.

10.4.3 Forest Stability Analysis

We now discuss how the stability analysis for decision trees can be generalised to
tree ensembles by means of an iterative algorithm (Algorithm 10). The algorithm
operates by refining a set of candidates C where the ensemble F may be unstable.
Initially, the set C is the union of the symbolic attacks computed for the individual
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Algorithm 10 Stability analysis for tree ensembles

1: function Analyze(F )
2: Input
3: F : forest
4: Output
5: C ∪ E : refined set of symbolic attacks where F may be unstable

6: C ← ∅
7: for ti ∈ F do
8: C ← C ∪Analyze(ti)

9: E ← ∅
10: while stopping condition is not met do
11: for s ∈ C do
12: if ∃y : F (s.pre) = F (s.post) = {y} then
13: C ← C \ {s}
14: else
15: if F (s.pre) ∩ F (s.post) ̸= ∅ then
16: C ← (C \ {s}) ∪ Split(s)
17: else
18: C ← C \ {s}
19: E ← E ∪ {s}
20: return C ∪ E

trees ti ∈ F (lines 6-8) by Algorithm 6. The algorithm also keeps track of an
initially empty set of symbolic attacks E where the analysis has ended because no
further refinement of them is possible (line 9).

Each iteration of the algorithm inspects all the candidates s ∈ C, distinguishing
three cases (lines 10-19). If F predicts the same label y over both the pre-image
and the post-image of s, then F is stable on that portion of the feature space and
s is removed from C (lines 12-13). Otherwise, the algorithm checks whether the
predictions performed by F over the pre-image and the post-image of s share some
common elements. If this is the case, then F may be stable on a subset of the pre-
image of s, yet this cannot be concluded at the current iteration; hence, s is refined
by splitting it into a set of smaller symbolic attacks (lines 15-16). Any splitting
criterion would work as long as it satisfies the soundness condition defined in the
theorem below. If, instead, the predictions performed by F over the pre-image
and the post-image of s are disjoint, there is no way of proving that F is stable
even on a subset of the pre-image of s; hence s is moved from C to E to avoid
further refinements (lines 18-19).
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The algorithm may implement an arbitrary stopping condition, e.g., C is empty,
or a maximum number of iterations has been performed, as we do in our imple-
mentation. Similarly to the stability analysis for decision trees, the algorithm
eventually returns a set of symbolic attacks C ∪E, whose union of the pre-images
over-approximates the portion of the feature space where F is unstable. The sound-
ness of the analysis is formalised by the following theorem, which is the natural
generalisation to ensembles of Theorem 1.

Theorem 2 (Soundness of Tree Ensemble Analysis). Assume the following hy-
potheses:

• F (H) is sound, i.e., it satisfies the following: {y ∈ Y | ∃x ∈ H : F (x ) =
y} ⊆ F (H).

• The splitting procedure is sound, i.e., for all symbolic attacks s, if there exist
x ∈ X and z ∈ A(x ) such that x ∈ s.pre and z ∈ s.post, then there exists
s′ ∈ Split(s) such that x ∈ s′.pre and z ∈ s′.post.

The call Analyze(F ) returns a set of symbolic attacks C ∪ E such that,
for every instance x ∈ X and every adversarial instance z ∈ A(x ) such that
F (z ) ̸= F (x ), there exists s ∈ C ∪ E such that x ∈ s.pre and z ∈ s.post.

Note that the ensemble analysis is sound but not complete for generic reasons,
the most important one being that even the traditional robustness verification
problem for tree ensembles is already NP-hard [92] and computing all the equiva-
lence classes induced by an ensemble quickly becomes infeasible in practice [164].
We expect a complete analysis to be feasible for restricted settings, e.g., for specific
attackers.

10.5 Experimental Setup

In the experimental phase, we compare the presented resilience metric with ro-
bustness to demonstrate how robustness creates a false sense of security due to
its definition. Robustness evaluates the model’s strength to evasion attacks based
solely on instances from a given test set, without considering possible neighbour-
hood instances of those in the test set. The experiments designed in this Section
aim to answer the following research questions: Do the theoretical shortcomings
of robustness manifest in practice? Can accurate resilience estimates be computed
using our data-independent stability analysis, and are these estimates practically
useful? What is the impact of the neighbour parameter ε on the resilience esti-
mates that we can compute?



10.5. EXPERIMENTAL SETUP 207

Table 10.3: Datasets properties.

dataset #features #instances perturbation δ

Diabetes 8 768 ± 0.03
Cod-RNA 8 59,535 ± 0.07
Breast Cancer O 10 683 ± 0.15
Sensorless 1 vs. 11 (1 vs. 11) 48 10,638 ± 0.20

To demonstrate the superiority of resilience over robustness, we implemented
the data-independent stability analysis defined in Section 10.4. Through the data-
independent stability analyser, we experimentally assess the effectiveness of re-
silience on four publicly available datasets: Diabetes, Cod-RNA, Breast Can-
cer O, and Sensorless. Furthermore, we estimate the robustness and resilience
of both standard and robust tree models trained using a state-of-the-art adversarial
machine learning algorithm.

In Table 10.3, we summarise the main properties of the dataset, which were
introduced previously in Section 8.2.5. These datasets have been employed in
previous research on the robustness verification of tree-based models, as seen in
Chen et al.’s work [46]. Due to our focus on binary classification, we create a
new dataset named Sensorless 1 vs. 11 by selecting classes 1 and 11 from the
original dataset Sensorless. For the sake of simplicity, hereinafter, we refer to
Sensorless 1 vs. 11 as Sensorless, as it is the only version of the Sensorless
dataset used in the experiments. Furthermore, we refer to Breast Cancer O
as Breast Cancer.

The experimental phase aims to verify the usefulness of the newly introduced
metric, which assesses the strength (security) of classification models under attack.
For this analysis, there are no baselines; however, we use the robustness metric
defined in Section 8.2.3.3 as a competitor. The robustness metric estimates the
model’s strength under attack, but we claim that its estimate provides a false
sense of security. Furthermore, regarding the effectiveness of the data-independent
stability analyser to estimate resilience, since we introduce a new metric, there is
no competitor with which to compare the accuracy of our solution. For this reason,
we designed a series of experiments to prove that our analyser is indeed accurate.

10.5.1 Baselines and Implementation

Data-Independent Stability Analyser: In the experiments, we leverage the
output of the stability analysis to calculate lower bounds for robustness (R̂) and
resilience (R̂) for a specific model and test set, as discussed in Section 10.3.2.
Therefore, an efficient and accurate implementation of the data-independent sta-
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bility analyser is crucial for the successful execution of our experiments.
Concerning the implementation of the data-independent stability analysis for-

malised in Section 10.4, we implemented our stability analyser for decision trees
and decision tree ensembles based on majority voting. The implementation is en-
tirely in the C++ programming language and parallelised on CPU architecture.
The code of the analyser can be found at the following footnote1.

We discuss below selected aspects of the implementation, which is a rather
direct translation of our pseudo-code. A first point to note is that the set of
candidates C is implemented by means of a min priority queue, and only the top
k symbolic attacks can be split at each loop iteration (lines 11-19 of Algorithm 10)
to mitigate the growth of C. The default value of k is 0.05 · |C|.

The priority queue is ordered according to the following criterion: each symbolic
attack s is first assigned a pair (nc, nu), where nc is a counter used to keep track
of how many splits have been performed to produce s and nu is the number of
“undecided” trees ti such that |ti(s.pre)| > 1; pairs are then ordered according to
the standard lexicographic order. In this heuristics, nc acts as a penalisation factor
to ensure that the algorithm does not split the same symbolic attacks too many
times but rather tries to process all the symbolic attacks at least once, even when
the number of iterations is relatively small. Symbolic attacks with the same value
of nc are split by prioritising symbolic attacks with a small number of undecided
trees nu because they are intuitively and likely easier to certify and should be
analysed earlier.

A second relevant aspect to discuss is the implementation of the splitting func-
tion (line 16 of Algorithm 10). Given the symbolic attack s, our implementation of
Split(s) operates as follows: it first identifies a feature f and a threshold v such
that v falls in the f -th component of s.pre; then, if Iatkf = [δl, δr], it splits s.pre
in (at most four) hyper-rectangles based on the thresholds v + δl, v, v + δr. For
example given the interval (a, b], if v, v+δl and v+δr are inside (a, b], the Split(s)
function divides the interval in the following four intervals: (a, v + δl], (v + δl, v],
(v, v + δr] and (v + δr, b]. Finally, it uses these intervals as the pre-images of the
new symbolic attacks, computing the corresponding post-images by intersecting
s.post with the maximum perturbation applicable to the pre-images. It is easy
to show that this implementation enjoys the required soundness condition for the
splitting procedure.

Finally, we note that Algorithm 10 can be parallelised by partitioning C across
different threads and by joining the analysis results at the end. In particular, we
first build the priority queue C, and then we distribute it across threads using a
round-robin algorithm, which is useful to ensure that no thread is penalised by
the prevalence of symbolic attacks which are expected to be hard to analyse. This

1https://github.com/FedericoMarcuzzi/resilience-verification

https://github.com/FedericoMarcuzzi/resilience-verification
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scheme ensures a deeper exploration of C when the analysis terminates before
convergence after a fixed number of iterations. Our implementation supports a
configurable number of threads, and in the experiments, we fixed this value to 20
threads.

Learning Algorithms: In the experiments, we compare resilience and robust-
ness on models trained without considering the attacker (standard models) and
while considering the attacker (robust models). Specifically, we employ Random
Forest to train standard models and TREANT to train robust models. For train-
ing Random Forest, we utilise the open-source Scikit-learn library [24]. While for
TREANT, we use the implementation provided by Calzavara et al [36], and the
corresponding code can be found at the following footnote2.

Below, we provide details of the learning algorithms.

• Random Forest (RF): The RF algorithm, as defined by Breiman [20], is
not explicitly designed to be robust against evasion attacks; however, it
is known to exhibit some level of robustness thanks to the ensembling of
several decision trees. As in the original algorithm, each tree is trained on a
bootstrap sample of the dataset and with feature sampling of size

√
|F| at

each node.

• TREANT: TREANT is an algorithm designed for training robust models
against evasion attacks. The family of attacks handled by TREANT is very
general and includes the evasion attacks generated by the adversary’s model
defined in Section 10.2. TREANT is intended to train robust decision trees
against evasion attacks. In the paper proposed by Calzavara et al. in [36],
it is demonstrated that to increase robustness, it is possible to ensemble the
robust trees to create a robust forest.

To train the models, we divided each dataset into train and test sets according
to an 80%-%20 scheme with stratified random sampling. In this work, we do not
use validation since we are not interested in directly comparing the robustness
among models trained by different learning algorithms (i.e. RF and TREANT).
We are rather interested in the behaviour of resilience and robustness with respect
to the structure of the ensembles: robust training or not, the number of trees in
the ensemble and the ensemble trees’ depth.

To compare the feature perturbation given by δ and the size of the neigh-
bourhood set N modelled by ε across different features, for each dataset, we nor-
malise each feature in the range [0, 1]. For each classifier, we leverage the test

2https://github.com/FedericoMarcuzzi/TREANT

https://github.com/FedericoMarcuzzi/TREANT
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set Dtest to compute different measures: accuracy ACC, robustness R, its under-
approximation R̂, and the under-approximation of resilience R̂. The robustness
R is computed using the exact brute-force algorithm BF defined di Section 9.4.1,
while R̂ and R̂ are under-approximations computed by our data-independent sta-
bility analysis defined in Section 10.3.2.

Following the definition of the adversary’s model provided by Definition 10,
for each feature f ∈ F , we fix the cost cf = 1. Consequently, with a budget of
b, the attacker can attack a maximum of b features. Furthermore, in Table 10.3,
we report, for each dataset, the values of the perturbation δ. The attacker can
add to each feature f being attacked a perturbation sampled from the interval
Iatkf = [−δ,+δ]. The value of δ depends on the dataset because different datasets
are drawn from different distributions. Hence, attacks that are effective on models
trained over a given dataset may be too strong or too weak for models trained
on a different dataset [49]. Finally, when estimating resilience, we assume the
neighborhood N(x ) = {x ′ ∈ X | ||x ′ − x ||∞ ≤ ε} for a given value of ε defined in
the experiments. Observe that the actual resilience R is unknown, and only the
estimate R̂ can be computed by our analysis.

10.6 Main Results

In this section, we present the main results obtained in this study. The section
primarily focuses on the outcomes of experiments aimed at assessing whether ro-
bustness is an effective metric for estimating the security of machine learning mod-
els under attack. Additionally, it examines the ability of the analyser to provide
an accurate approximation of resilience and whether this estimate offers a more
reliable assessment of security compared to robustness.

10.6.1 Shortcomings of Robustness

We set up the first experiment to understand whether the shortcomings of ro-
bustness identified in theory might also occur in practical scenarios. To do that,
for each dataset, we use the original test set Dtest to craft 100 synthetic test sets
D1

test, . . . ,D100
test obtained by replacing each instance x ∈ Dtest with a randomly sam-

pled instance x ′ ∈ N(x ). We then compute the robustness of the trained classifiers
over all the test sets Di

test, reporting the best and worst results to understand to
which extent a “lucky” sample of the data distribution might give a false sense
of security. To ensure that the synthetic test sets are still representative of the
same data distribution used for training, we only consider cases where the classifier
roughly preserves the same accuracy computed on the original test set Dtest.

Table 10.4 and Table 10.5 present the experimental results of our evaluation
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Table 10.4: Shortcomings of robustness on standard models, for fixed b = 1.

Dataset ε ACC ACCmin ACCmax %∆ACC R Rmin Rmax %∆R

Diabetes

0.01 71.4 70.8 72.1 1.3 64.9 64.3 66.2 1.9
0.02 71.4 70.8 71.4 0.6 64.9 63.0 66.2 3.2
0.03 71.4 68.8 71.4 2.6 64.9 63.6 68.2 4.6
0.04 71.4 68.8 72.7 3.9 64.9 63.0 70.1 7.1

Cod-RNA

0.01 77.5 77.4 77.5 0.1 68.6 67.6 69.0 1.4
0.02 77.5 77.3 77.5 0.2 68.6 66.5 68.6 2.1
0.03 77.5 77.3 77.5 0.2 68.6 65.7 68.6 2.9
0.04 77.5 76.8 77.5 0.7 68.6 65.0 68.6 3.6

Breast Cancer

0.05 94.8 94.8 94.8 0.0 92.6 92.6 94.1 1.5
0.06 94.8 93.3 95.6 2.3 92.6 91.1 95.6 4.5
0.07 94.8 94.1 95.6 1.5 92.6 90.4 95.6 5.2
0.08 94.8 93.3 97.0 3.7 92.6 90.4 96.3 5.9

Sensorless

0.03 100.0 100.0 100.0 0.0 98.5 98.5 99.6 1.1
0.04 100.0 100.0 100.0 0.0 98.5 98.5 99.6 1.1
0.05 100.0 100.0 100.0 0.0 98.5 98.1 99.3 1.2
0.06 100.0 100.0 100.0 0.0 98.5 97.5 98.9 1.4

for standard and robust models, respectively. For this experiment, we assume an
attacker with budget b = 1. The tables report for each dataset the worst robustness
Rmin and the best robustness Rmax computed over all the generated synthetic test
sets for different values of ε, as well as the percentage robustness gap %∆R between
the two. Furthermore, we also report the corresponding values of accuracy noted
as ACCmin and ACCmax, respectively and their percentage accuracy gap %∆ACC.
The tables also include the accuracy ACC and the robustness R computed on the
original test set Dtest. Finally, we mark in bold when the gap %∆R is at least 4%.
The experiments are performed on ensembles of size |F | = 7.

The results show that the size of the interval [Rmin,Rmax] is significant in
many cases and may reach 7% for the highest values of ε, while the size of the
interval [ACCmin,ACCmax] is relatively small in comparison, spanning at most
4%. For example, the robustness of the standard model trained over the Breast
Cancer dataset suffers from a fluctuation of around 5% for ε = 0.07, while the
corresponding accuracy gap fluctuates at just 1%. Our experiments show that
robustness is generally more sensitive to small amounts of noise than accuracy.
Remarkably, this observation applies to both standard and robust models. Robust
models provide higher robustness than standard models; however, the interval
[Rmin,Rmax] may have a significant size also for them, i.e., roughly 6% in the



212 CHAPTER 10. BEYOND ROBUSTNESS

Table 10.5: Shortcomings of robustness on robust models, for fixed b = 1.

Dataset ε ACC ACCmin ACCmax %∆ACC R Rmin Rmax %∆R

Diabetes

0.01 72.7 72.1 72.7 0.6 71.4 67.5 71.4 3.9
0.02 72.7 71.4 74.0 2.6 71.4 66.9 72.1 5.2
0.03 72.7 72.1 74.7 2.6 71.4 66.9 72.7 5.8
0.04 72.7 70.8 74.7 3.9 71.4 67.5 73.4 5.9

Cod-RNA

0.01 75.0 74.8 75.3 0.5 71.4 71.0 72.1 1.1
0.02 75.0 74.9 75.8 0.9 71.4 71.1 72.5 1.4
0.03 75.0 75.0 76.0 1.0 71.4 70.5 72.3 1.8
0.04 75.0 75.2 76.1 0.9 71.4 70.3 72.3 2.0

Breast Cancer

0.05 97.0 93.3 96.3 3.0 95.6 91.9 96.3 4.4
0.06 97.0 93.3 97.0 3.7 95.6 91.1 96.3 5.2
0.07 97.0 92.6 96.3 3.7 95.6 91.1 96.3 5.2
0.08 97.0 92.6 95.6 3.0 95.6 90.4 95.6 5.2

Sensorless

0.03 100.0 99.9 100.0 0.1 99.9 99.5 99.9 0.4
0.04 100.0 99.6 100.0 0.4 99.9 99.0 99.9 0.9
0.05 100.0 99.3 100.0 0.7 99.9 97.9 99.9 2.0
0.06 100.0 99.0 100.0 1.0 99.9 96.2 99.9 3.7

worst case. This shows that a security evaluation based on robustness may give a
false sense of security for both standard and robust models. We also remark that
our experiment still provides a conservative account of the actual limitations of
robustness, being based on just 100 synthetic test sets: the actual gap between
Rmin and Rmax within the neighbourhood N may be larger in practice.

10.6.2 Effectiveness of Resilience Verification

We now investigate the effectiveness of our resilience verification technique. To do
that, we would like to show that our estimate R̂ is an accurate under-approximation
of the actual resilience R and that resilience significantly mitigates the shortcom-
ings of robustness. Unfortunately, since the actual value of resilience is unknown,
we can only provide a best-effort answer to the first point. Our evaluation is based
on two independent experiments:

1. In the first one, we operate by comparing the similarity between the actual
robustness R and its estimate R̂ computed by our analysis. We consider
the similarity between R and R̂ as a proxy for the precision of the stability
analysis underlying our resilience verification technique: the more R and R̂
are close to each other, the more the stability analysis is effective at detecting
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the portions of the feature space where the classifier is stable, which suggests
that also the estimate R̂ is precise, being based on the same stability analysis.

2. In the second one, we refer to the experiment in the previous section, and
we observe that if a classifier is not robust on the instance x ′ belonging to
some Di

test with i ∈ [1, 100], by construction, there must exist x ∈ Dtest such
that the classifier is not robust on at least one instance in N(x ). This allows
the construction of an additional test set Dtest, corresponding to the “most
unlucky” sampling within the neighbourhood N of the original Dtest, i.e., the
one with the lowest robustness R. The measure R is interesting because it is
based on an exact robustness verification technique: if R is close to R̂, then
we have a proof that most instances where the classifier is not considered
resilient by our analysis are indeed insecure with respect to some evasion
attacks.

Note that the second experiment does not just prove the precision of our ap-
proximated resilience verification technique, but it also gives a clear security in-
terpretation of the benefits of resilience over robustness.

Does Resilience Provide a Better Security Estimate than Robustness?
Table 10.6 and Table 10.6 show the experimental results of our evaluation for
standard and robust models, respectively, with an attacker’s budget b = 1. The
results highlight that the estimate R̂ is a rather precise under-approximation of the
actual robustness R: in particular, for individual decision trees R̂ always coincides
with R. As for tree ensembles, the gap between the two measures increases, yet
it is still quite small (roughly 2%) for standard models and most often negligible
for robust models; hence, we expect that also R̂ is a reasonably accurate estimate
of the actual resilience R. The table also shows that the gap between R and R̂
may be quite significant, both for standard and robust models, often reaching a
value of around 6% and even reaching 10% or more in some cases. We highlight
in bold the cases where the gap between R and R̂ is at least 5%. Remarkably, it
is apparent that the resilience estimate R̂ provides a much more realistic security
assessment than robustness because the value of R is much closer to R̂ than to
R in the very large majority of cases. Since R captures effective evasion attacks
against instances within close neighbourhoods of the test set, this confirms that
R̂ is not overly conservative in practice.

To further substantiate our claims, Figure 10.3 shows how robustness is affected
when varying the number of synthetic datasets used to construct Dtest, which
was built from 100 datasets in our experiments. We performed this analysis with
standard models with 5 trees and depth 3 trained on Sensorless and Cod-RNA
datasets. In particular, the figure plots how the value of R changes when varying
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Table 10.6: Computed measures for different datasets and Standard Models (for
fixed b = 1)

dataset ε |F | depth ACC R R̂ R R̂

Diabetes 0.01

1 3 67.5 62.3 62.3 62.3 62.3
1 5 72.1 63.6 63.6 61.7 61.7
1 7 72.7 61.0 61.0 53.9 53.9

5 3 70.8 66.2 64.3 65.6 63.6
7 3 71.4 64.9 63.0 63.6 62.3
9 3 74.7 65.6 63.0 62.3 61.7

Cod-RNA 0.01

1 3 77.4 68.3 68.3 63.8 63.7
1 5 87.4 43.3 43.3 33.4 33.0
1 7 80.4 57.5 57.5 47.4 47.2

5 3 77.5 68.6 67.2 63.9 62.1
7 3 77.5 68.6 66.6 64.0 61.2
9 3 76.9 67.7 66.3 62.5 60.5

Breast Cancer 0.05

1 3 94.8 90.4 90.4 87.4 87.4
1 5 95.6 91.1 91.1 87.4 87.4
1 7 94.8 90.4 90.4 86.7 86.7

5 3 94.1 92.6 90.4 90.4 86.7
7 3 94.8 92.6 91.1 92.6 88.1
9 3 96.3 94.1 91.9 93.3 88.9

Sensorless 0.03

1 3 95.3 76.3 76.3 46.1 46.1
1 5 100.0 93.3 93.3 40.1 39.9
1 7 100.0 93.3 93.3 40.1 39.9

5 3 100.0 97.8 97.3 91.8 91.2
7 3 100.0 98.5 97.7 93.5 91.2
9 3 100.0 99.2 97.7 94.2 90.5
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Table 10.7: Computed measures for different datasets and Robust Models (for
fixed b = 1)

dataset ε |F | depth ACC R R̂ R R̂

Diabetes 0.01

1 3 68.2 64.3 64.3 64.3 64.3
1 5 67.5 63.6 63.6 63.0 63.0
1 7 69.5 67.5 67.5 63.6 63.6

5 3 72.7 71.4 70.1 67.5 66.2
7 3 72.7 71.4 70.8 67.5 66.2
9 3 75.3 74.0 72.7 69.5 68.8

Cod-RNA 0.01

1 3 75.0 71.4 71.4 69.8 69.8
1 5 81.0 70.3 70.3 64.3 64.1
1 7 81.0 70.0 70.0 63.7 63.4

5 3 75.2 71.5 70.7 69.8 69.1
7 3 75.0 71.4 71.3 69.8 69.7
9 3 75.0 71.4 71.3 69.8 69.7

Breast Cancer 0.05

1 3 94.8 94.1 94.1 85.9 85.9
1 5 95.6 94.1 94.1 79.3 79.3
1 7 95.6 94.1 94.1 79.3 79.3

5 3 97.8 94.8 94.1 88.9 88.1
7 3 97.0 95.6 94.1 88.9 87.4
9 3 97.0 95.6 93.3 88.9 86.7

Sensorless 0.03

1 3 100.0 50.1 50.1 50.1 50.1
1 5 100.0 50.1 50.1 50.1 50.1
1 7 100.0 99.9 99.9 99.3 99.3

5 3 100.0 99.9 99.9 99.3 99.3
7 3 100.0 99.9 99.9 99.3 99.3
9 3 100.0 99.9 99.9 99.3 99.3
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Figure 10.3: Comparison of Robustness R to exact robustness R and estimated
resilience R̂ while varying the number of synthetic datasets used to create Dtest.

the number of synthetic datasets from zero to 100. This evaluation is conservative
because we consider the synthetic datasets Di

test in decreasing order of robustness.
The figure shows that less than 20 synthetic datasets are sufficient to have a
decrease in model robustness of approximately 5% for Sensorless (Figure 10.3a)
and 4% for Cod-RNA (Figure 10.3b), i.e., it is easy to find a neighbour instance
x ′ ∈ N(x ) of an instance x ∈ Dtest for which the model is not robust. This finding
confirms that robustness is not a good measure to assess security against evasion
attacks. Moreover, even with a small number of synthetic datasets, the value of R
is closer to our approximated resilience R̂ rather than to the robustness R.

Is the Resilience Analyser Accurate for Large Neighbours? We finally
assess the role of the parameter ε on our resilience verification technique. For this
experiment, we focus only on robust models trained on the Diabetes dataset. In
particular, we set the attacker’s budget b = 1, and we compute different resilience
estimates for different values of ε. Of course, we expect resilience to decrease when
increasing the value of ε because the stability guarantees required on the classifier
become more demanding. Still, it is interesting to understand whether the quality
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Figure 10.4: Estimated resilience R̂ and robustness R for different values of ε.

of the resilience estimate R̂ is affected by the value of ε: to understand this, we
compare R̂ against R because we would like the two measures to be relatively
close to each other. Figure 10.4 plots how the values of the estimated resilience R̂
and R of ensembles of size 9 and depth 3 decreases when increasing ε from 0.01 to
0.05. The figure shows that R̂ and R are consistently close to each other, with a
maximum difference of 2%. This proves that the estimate of the resilience always
captures possible evasion attacks, i.e., the precision of our approximated analysis
does not downgrade when increasing the value of ε.

10.7 In-Depth Analysis

In this section, we delve into a comprehensive analysis of the efficiency of the
implementation of the data-independent stability analysis defined in Section 10.4.
Furthermore, we provide formal proofs establishing the correctness of the theorems
underlying the soundness of the data-independent stability analysis: given the
region of the feature space C ∪ E returned by Analyze(F ), where test instances
might be unstable, all instances in the region X \ (C ∪ E) are proved stable.



218 CHAPTER 10. BEYOND ROBUSTNESS

10.7.1 Performance Evaluation

In this experiment, we delve into the performance details of our implementation
of the data-independent stability analyser when analysing ensembles of decision
trees. For this analysis, we focus only on ensembles of robust models (i.e., trained
with the TREANT algorithm) on the Diabetes dataset.

To better understand the analyses in this section, it is essential to recall that
assessing the performance of the ensemble analysis is more nuanced due to the
exponential complexity blowup underlying the verification of decision tree ensem-
bles [164]. Although our analyser was intentionally designed to support iterative
refinements, consequently, its performance both in terms of accurate estimates and
execution time depends crucially on the number of analysis iterations.

Hence, we are interested in examining the following three aspects: i) Under-
standing how much the analysis execution time (up to convergence) changes when
increasing the ensemble size. ii) Understanding how much the quality of the ro-
bustness and resilience estimates (i.e., R̂ and R̂) changes when increasing the
number of iterations while keeping the same ensemble size. iii) Finally, under-
standing how much the execution time of the analyser is affected by the attacker’s
budget b.

The first point provides insights into the scalability of the analysis to increas-
ingly larger models, while the second allows us to understand whether it is possible
to compute useful robustness and resilience estimates even when the analysis be-
comes intractable and the number of iterations is limited to forcefully stop the
analysis before convergence. Finally, the third point provides insights into the
efficiency of the analyser when considering attacks of different strengths. Below,
we present the results of the analyses conducted for each of these points.

Ensemble Size vs. Execution time Figure 10.5 presents the results of the
analysis addressing the first point: how the ensemble size affects the analyser’s
execution time. We analyse the change in execution time by increasing the en-
semble size from 9 to 17, with each tree in the ensemble having a depth of 3.
Small ensembles with 9 trees can be analysed in a matter of seconds, while larger
ensembles with 17 trees can be analysed in around 16 minutes. We consider this
result promising because the stability analysis is data-independent, i.e., it can be
computed just once and then applied to establish different properties on different
test sets. We expect the execution times to be further improvable by sacrificing
a bit of precision, e.g., by aggregating together symbolic attacks that are close to
each other in the feature space.

Iterations vs. Accurate Estimates Figure 10.6 illustrates the results of the
analysis addressing the second point: how the number of analyser iterations affects
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Figure 10.5: Execution time analysis by varying the ensemble size.

the accuracy of the robustness and resilience estimates. The plot depicts the
change in values of the estimates R̂ and R̂ of ensembles of 17 trees and depth 3
when increasing the number of analysis iterations. The figure reveals a desirable
trend, with a significant increase in the estimates of robustness and resilience in
the first 120 iterations before reaching a plateau. This indicates that reasonably
accurate estimates of robustness and resilience can be established even with a
limited number of iterations of the analysis. This is crucial for scalability, as
useful results can be obtained before analysis convergence. Indeed, our analyser
is designed to prioritise portions of the feature space that are intuitively easier to
prove as stable (or not).

Attacker’s Budget vs. Execution time The last experiment assesses the
third point: how the attacker’s budget b impacts the analyser’s execution time.
Specifically, we investigate how the analyser execution time changes for different
values of b when analysing an ensemble of 11 trees of depth 3 up to convergence.
The ensemble is trained with the TREANT robust learning algorithm on the
Diabetes dataset, assuming an attacker’s budget of 5. The results of the analysis
are shown in Figure 10.7. As we can see, the impact of the attacker’s budget on
the analyser’s execution time is much more limited than the impact of the size of
the ensemble. The execution times range from around 12 seconds to around 40
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Figure 10.6: Estimated robustness R̂ and resilience R̂ by varying the number of
analyser’s iterations.

seconds when varying the attacker’s budget from 1 to 5.

10.7.2 Proofs of Theorems

In this section, we present the correctness proofs for Theorem 1 and Theorem 2.
Theorem 1 concerns the soundness of the tree analysis Analyze(t) provided by
Algorithm 9. Instead, Theorem 2 addresses the soundness of the tree analysis
Analyze(F ) provided by Algorithm 10.

10.7.2.1 Proof of Theorem 1

In this section, we provide the proof of the correctness of Theorem 1. The proof
leverages a key technical lemma (Lemma 1) formalising the soundness of the tree
annotation function in Algorithm 6. More specifically, we prove that the tree
annotation function always produces a well-annotated decision tree according to
the following definition.

Definition 12 (Well-Annotated Decision Tree). The node σ of the decision tree t
is well-annotated by the set of symbolic attacks S if and only if, for every instance
x ∈ X and every z ∈ A(x ) such that σ is traversed in the prediction t(z ), S
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Figure 10.7: Execution time analysis by varying the attacker’s budget b.

contains an element ⟨Ipre1 , . . . , Ipred ⟩▷⟨Ipost1 , . . . , Ipostd ⟩k such that x ∈ ⟨Ipre1 , . . . , Ipred ⟩,
z ∈ ⟨Ipost1 , . . . , Ipostd ⟩ and k is the minimum cost to pay to make x traverse σ. We
say that the decision tree t is well-annotated if and only if all its nodes are well-
annotated by the set of symbolic attacks stored in their sym attribute.

Lemma 1 (Soundness of Tree Annotation). The call Annotate(t, S) returns a
well-annotated decision tree, provided that the root of t is well-annotated by S.

Proof of the correctness of Lemma 1. The proof is by induction on the depth of
the tree t. If the tree has depth 1, then it includes a single node, i.e., the root,
and the conclusion follows by the assumption that the root of t is well-annotated
by S. Otherwise, we have t = σ(f, v, tr, tr) for some feature f , threshold v and
sub-trees tl and tr. The function then computes two new sets of symbolic attacks
Sl and Sr before invoking Annotate(tl, Sl) and Annotate(tr, Sr). Hence, the
desired conclusion follows by inductive hypothesis, provided that we are able to
show that the roots of tl and tr are well-annotated by Sl and Sr respectively. We
just prove the former since the latter uses an equivalent reasoning.

Pick any instance x ∈ X and consider any z ∈ A(x), we observe that S
must contain an element s such that x ∈ s.pre, z ∈ s.post and s.cost = 0,
because all instances must traverse the root. Assume z(f) ≤ v, we prove that
RefineLeft(s, f, v) returns a set of symbolic attacks S ′

l ⊆ Sl such that there
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exists s′ ∈ S ′
l such that x ∈ s′.pre, z ∈ s′.post and s′.cost is the minimum cost to

pay to make x traverse the left child of the root. Assume s.pre = ⟨Ipre1 , . . . , Ipred ⟩,
s.post = ⟨Ipost1 , . . . , Ipostd ⟩ and Iatkf = [δl, δr], we discriminate four cases:

• If Ipref = Ipostf and x(f) ≤ v, we leverage the observation that z ∈ s.post and

z(f) ≤ v, hence the condition Ipostf ∩ (−∞, v] ̸= ∅ at line 13 must be satisfied.
In this case, S ′

l must contain an s′′ such that:

– s′′.pre = ⟨Ipre1 , . . . , Ipref−1, I
pre
f ∩ (−∞, v], Ipref+1, . . . , I

pre
d ⟩

– s′′.post = ⟨Ipost1 , . . . , Ipostf−1, I
post
f ∩ (−∞, v], Ipostf+1, . . . , I

post
d ⟩

– s′′.cost = 0

The conclusion follows from the observation that s′′ satisfies the three re-
quired conditions on s′.

• If Ipref = Ipostf and x(f) > v, we leverage the observation that z ∈ A(x) and

z(f) ≤ v. This implies that δl < 0, x(f) ∈ (v, v − δl] and z(f) ∈ (v + δl, v];
moreover, we must have cf ≤ b. By combining all this information and the
observation that s.cost = 0, we conclude that the condition at line 14 must
be satisfied. In this case, S ′

l must contain an s′′ such that:

– s′′.pre = ⟨Ipre1 , . . . , Ipref−1, I
pre
f ∩ (v, v − δl], I

pre
f+1, . . . , I

pre
d ⟩

– s′′.post = ⟨Ipost1 , . . . , Ipostf−1, I
post
f ∩ (v + δl, v], I

post
f+1, . . . , I

post
d ⟩

– s′′.cost = cf

The conclusion follows from the observation that s′′ satisfies the three re-
quired conditions on s′.

• If Ipref ̸= Ipostf and x(f) ≤ v, we leverage the observation that z ∈ s.post and

z(f) ≤ v, hence the condition Ipostf ∩ (−∞, v] ̸= ∅ at line 13 must be satisfied.
In this case, S ′

l must contain an s′′ such that:

– s′′.pre = ⟨Ipre1 , . . . , Ipref−1, I
pre
f ∩ (−∞, v −min(0, δl)], I

pre
f+1, . . . , I

pre
d ⟩

– s′′.post = ⟨Ipost1 , . . . , Ipostf−1, I
post
f ∩ (−∞, v], Ipostf+1, . . . , I

post
d ⟩

– s′′.cost = k

The conclusion follows from the observation that s′′ satisfies the three re-
quired conditions on s′.
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• If Ipref ̸= Ipostf and x(f) > v, we leverage the observation that z ∈ A(x) and

z(f) ≤ v. This implies that δl < 0, x(f) ∈ (v, v − δl] and z(f) ∈ (v + δl, v].
We then observe that z ∈ s.post and z(f) ≤ v, hence the condition Ipostf ∩
(−∞, v] ̸= ∅ at line 13 must be satisfied. In this case, S ′

l must contain an s′′

such that:

– s′′.pre = ⟨Ipre1 , . . . , Ipref−1, I
pre
f ∩ (−∞, v −min(0, δl)], I

pre
f+1, . . . , I

pre
d ⟩

– s′′.post = ⟨Ipost1 , . . . , Ipostf−1, I
post
f ∩ (−∞, v], Ipostf+1, . . . , I

post
d ⟩

– s′′.cost = k

The conclusion follows from the observation that s′′ satisfies the three re-
quired conditions on s′.

We now move back to the proof of the theorem. Consider an instance x and an
adversarial perturbation z ∈ A(x ) such that t(z ) ̸= t(x ). This means that there
exist two leaves λ(y) and λ′(y′) with y ̸= y′ such that t(x ) = y and t(z ) = y′. By
Lemma 1, t must be well-annotated after line 5, hence we can make the following
observations by Definition 12:

1. Since x ∈ A(x ), the leaf λ(y) were x falls must contain a symbolic attack
s = ⟨Ipre1 , . . . , Ipred ⟩ ▷ ⟨Ipost1 , . . . , Ipostd ⟩k such that x ∈ ⟨Ipre1 , . . . , Ipred ⟩, x ∈
⟨Ipost1 , . . . , Ipostd ⟩ and k = 0.

2. Since z ∈ A(x ), the leaf λ′(y′) were z falls must contain a symbolic attack
s′ = ⟨Jpre

1 , . . . , Jpre
d ⟩ ▷ ⟨Jpost

1 , . . . , Jpost
d ⟩k′ such that x ∈ ⟨Jpre

1 , . . . , Jpre
d ⟩, z ∈

⟨Jpost
1 , . . . , Jpost

d ⟩ and k′ is the minimum cost to pay to make x traverse λ′(y′).
This cost must be greater than 0, because t(z ) ̸= t(x ) implies z ̸= x .

This implies that line 13 is reachable and s.pre ∩ s′.pre ̸= ∅; hence a new
symbolic attack s′′ is added to the return value U at lines 14-17. Thus, we just
need to show that s′′ satisfies the conditions of the theorem:

• We have that x ∈ s′′.pre = s.pre ∩ s′.pre, by points 1 and 2.

• We have that z ∈ s′.post by point 2. Moreover, since z ∈ A(x ), we must
have z ∈ x + ⟨Iatk1 , . . . , Iatkd ⟩ by definition of adversarial perturbation. Since
x ∈ s′′.pre by the previous point, we get z ∈ s′′.pre + ⟨Iatk1 , . . . , Iatkd ⟩, hence
we conclude z ∈ s′.post ∩ (s′′.pre+ ⟨Iatk1 , . . . , Iatkd ⟩) = s′′.post as desired.
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10.7.2.2 Proof of Theorem 2

In this section, we provide the proof of the correctness of Theorem 2. We prove
the following invariant for the outer loop: for every instance x ∈ X and every
adversarial instance z ∈ A(x ) such that F (z ) ̸= F (x ), there exists s ∈ C ∪E such
that x ∈ s.pre and z ∈ s.post.

Let F = {t1, . . . , tn}, consider an instance x and an adversarial instance z ∈
A(x ) such that F (z ) ̸= F (x ). We first prove the base case, i.e., we show that the
invariant holds when no loop iteration has taken place. Initially, C =

⋃
i Ui where

each Ui is computed by calling Analyze(ti). Since F (z ) ̸= F (x ), there exists
ti ∈ F such that ti(z ) ̸= ti(x ). Hence, there exists s ∈ Ui such that x ∈ s.pre and
z ∈ s.post by Theorem 1. Then, the conclusion follows by the definition of C.

Assume now that the invariant holds up to a given iteration, we show it is
preserved at the next iteration. By the inductive hypothesis, there exists a s ∈
C∪E such that x ∈ s.pre and z ∈ s.post. We distinguish two cases. If s ∈ E, then
the conclusion is immediate because nothing is ever removed from E. If instead
s ∈ C, we show that each iteration of the inner loop cannot break the outer loop
invariant. In particular, assume some s′ ∈ C is processed by an iteration of the
inner loop, leading to updated C ′ and E ′, respectively. We can distinguish the
following cases at the end of the iteration:

• If C ′ = C \ {s′} and E ′ = E, then there exists y such that F (s.pre) =
F (s.post) = {y}. This implies that for each instance w ∈ s.pre ∪ s.post, we
have F (w) = y, thanks to the first soundness condition. Since F (x ) ̸= F (z ),
we have that either x ̸∈ s.pre or z ̸∈ s.post, hence s′ ̸= s and the loop
invariant is preserved.

• If C ′ = (C \ {s′})∪Split(s′) and E ′ = E, the loop invariant is preserved by
the second soundness condition.

• if C ′ = C \ {s′} and E ′ = E ∪ {s′}, then C ′ ∪E ′ = C ∪E and thus the loop
invariant is preserved.

10.8 Contribution 3: Application in Fairness

In this Section, we illustrate the work titled “Explainable Global Fairness Veri-
fication of Tree-Based Classifiers”, in proceedings as a full paper at the SaTML
’23: The 2023 IEEE Conference on Secure and Trustworthy Machine Learning.
Further details can be found in the reference [30].

The work introduced in this section diverges from the themes of this thesis
as it pertains to fairness in machine learning. In this scenario, the algorithm is
no longer susceptible to malicious attacks by an attacker in the operational phase
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or noise and errors in the dataset during the training phase. Instead, it is sub-
ject to discrimination against users belonging to protected or sensitive categories.
However, we demonstrate how the fairness problem addressed in this work, i.e.,
causal discrimination, can be easily transposed into a context of adversarial ma-
chine learning. Furthermore, we show that the data-independent stability analysis
defined in Section 10.4 is crucial for understanding where the model is fair.

Before delving into the detailed contributions introduced in this work, it is
essential to underline that in this section, we primarily focus on the transposition
of the fairness problem into an adversarial problem and how the data-independent
stability analysis is utilised, providing only a general description of the rest of the
work and the obtained results.

The motivation behind this work stems from the recent discovery that ma-
chine learning models may exhibit unfair behaviour in the context of automated
decision-making. For example, a commercial recidivism-risk assessment algorithm
was found to be racially biased [98], and an existing algorithm adopted in the
US falsely determined that black patients were healthier than other patients with
similar conditions [133]. These incidents led to a proliferation of different research
[41, 134, 125].

Fairness in ML has been analysed from different angles and can be broadly
categorised into two main research lines. The first one includes the development of
new ML algorithms that are able to mitigate the bias that is directly or indirectly
present in the training data [2, 144, 150]. The second complementary research
line investigates techniques to estimate or formally verify the fairness guarantees
provided by existing ML models [91, 166, 87]. This paper contributes to the latter
line of work, which is still at an early stage of development and suffers from relevant
shortcomings.

A widely adopted method for assessing the fairness guarantees of machine
learning models is based on testing [71, 1, 165, 17]. The fundamental intuition
behind any fairness testing strategy is simple: generating various test inputs to
automatically identify individuals who may experience discrimination by the ma-
chine learning model. Unfortunately, like any testing approach, this analysis is
under-approximated; these proposals can identify indications of unfair treatment
but cannot establish formal fairness proofs. This limitation is suboptimal as it
hinders the ability to prove that unfair behaviour cannot impact specific classes
of individuals. Consequently, recent papers have advocated for the adoption of
formal fairness verification techniques to prove the absence of discrimination [150,
91, 166, 87, 94]. However, these primarily focus on deep neural networks. The sole
notable fairness verification approach designed for tree-based classifiers employs
abstract interpretation to verify local fairness properties [144]. Unfortunately, lo-
cal fairness is now recognised as a relatively weak property predicated solely on
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specific test instances, while global fairness considers all possible inputs of the
classifier, making it more reliable for assessing actual fairness guarantees [94].

This work presents a new approach to the global fairness verification of tree-
based classifiers. Given a tree-based classifier and a set of sensitive features that
may lead to discrimination, our analysis synthesises sufficient conditions for fair-
ness, expressed as a set I of traditional propositional logic formulas I of the form
I = {x(1) > 1∧x(2) ≤ 5} each predicating over a subset of the feature space, rather
than just on a specific test set, thereby providing global fairness guarantees. Intu-
itively, the meaning of provided example of logic formula I is that every instance
x⃗ ∈ X with the values x(1) > 1 and x(2) ≤ 5 is considered fair.

Our fairness verification approach is formally proven to be both sound and
complete; fairness is certified for any instance satisfying some formula in I, and
the formulas in I can characterise all instances where the classifier is fair. More-
over, our approach is explainable, as it is easily understandable by human experts
based on traditional logic formulas. In particular, our approach seeks simple log-
ical formulas, i.e., containing few conditions, that characterise a large part of the
feature space. Finally, we empirically demonstrate that a small set of simple logic
formulas is sufficient to characterise largely the fairness guarantees provided by the
classifier in practice. This makes our approach particularly appealing for problems
like algorithmic hiring, where automated decisions must be carefully audited [152].

10.8.1 Unfairness Scenario

To understand how the fairness problem defined in this work can adapt to adver-
sarial machine learning and how the data-independent stability analysis defined
in Section 10.4 can be exploited to verify where the model is fair, we need to
introduce the scenario of unfairness used in this research.

Numerous definitions of fairness have been proposed in the literature, each
presenting advantages and disadvantages [169]. These fairness definitions can be
broadly classified into two main categories: individual fairness, which requires
that similar inputs yield similar outputs, and group fairness, which requires that
a particular group of inputs, considered as a whole, must be treated equally to
other groups. Individual and group fairness are significant and valuable concepts
typically investigated independently [118]. In this paper, we focus on a specific
definition of individual fairness known as the lack of causal discrimination, as
introduced in [71].

Lack of causal discrimination does not depend on the choice of a specific test
set; rather, it predicates over all possible instances in (a subset of) the feature
space X . This is crucial in the fairness setting, as fairness is particularly relevant
for minorities, so collecting representative data in the test set might be challenging.
Indeed, the need for global fairness verification has been recently advocated for
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neural networks [94].
In essence, the lack of causal discrimination implies that any two similar in-

puts should produce identical predictions from the classifier, thus encapsulating
the concept of individual fairness. More precisely, lack of causal discrimination
necessitates that the classifier produces the same prediction for any two instances
differing solely in the values of a set of sensitive features F s ⊆ F . For a given
instance x , we denote δ(x ,F s) as the set of instances differing from x only in
a (potentially empty) subset of the sensitive features F s. For instance, if F s

comprises only two binary features, then δ(x ,F s) encompasses the four instances
derived from x by setting each sensitive feature in F s to either of its two possi-
ble values while keeping the other features constant. Formally, the lack of causal
discrimination is defined as follows.

Definition 13 (Causal Discrimination). Let h : X → Y be a classifier and F s be
a set of sensitive features. We say that h does not perform causal discrimination
on X ′ ⊆ X if and only if, for every instance x ∈ X ′, we have that ∀x ′ ∈ δ(x ,F s) :
h(x ′) = h(x ).

To provide concrete examples of causal discrimination, consider a scenario
where a classifier is employed to assess the approval of loan applications, with
the set of sensitive features F s specifically encompassing the customer’s gender.
Lack of causal discrimination on X requires that any two identical customers who
differ solely in their gender must receive identical responses to their loan requests.
By narrowing the focus to a specific subset X ′ ⊆ X , the fairness guarantees be-
come conditional, and thus more practically useful. For instance, this could involve
ensuring that any two identical customers with a monthly salary exceeding $4,000
are guaranteed to receive the same response to their loan applications, irrespective
of their gender.

10.8.2 Mapping With Adversarial Machine Learning

The concept of stability extends easily from the adversarial setting to the fairness
domain, as the absence of causal discrimination requires that arbitrary perturba-
tion to the sensitive features F s should not impact the classifier’s predictions. The
definition of Causal Discrimination in Definition 13 states that: given a specific
subset of the feature space X ′ ⊆ X , a model h, and two instances x ,x ′ ∈ X ′,
differing solely in the sensitive features in F s, i.e., x ,x ′ ∈ δ(x ,F s), the model h
does not exhibit causal discrimination on x and x ′ if h(x ′) = h(x ).

To formalise the fairness problem in adversarial scenarios, let’s consider the
following attacker A, that can perturb every instance x ∈ X ′ only on the features
belonging to the set F s. The corresponding adversarial perturbation set of an
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instance x is defined as follows:

A(x ) = {z | z ∈ X ′ ∧ ||z − x ||0 ≤ |F s| ∧ x lb ⪯ z ⪯ x ub} (10.4)

with x
(f)
lb = −∞ and x

(f)
ub = +∞ if f ∈ F s, zero otherwise.

Intuitively, by definition of this adversarial perturbation set, A(x ) = δ(x ,F s).
Consequently, both instances x and x ′ introduced in the context of fairness are
contained in A(x ). This implies that if a model h is stable (Definition 5) on the
instance x with respect to all evasion instances x ′ ∈ A(x ), i.e., it does not change
predictions for any possible perturbation of features in F s, then it does not exhibit
causal discrimination on all instances in δ(x ,F s).

To verify if the model h is fair on a region of the feature space X ′ ⊆ X , it suffices
to prove that h is stable on X ′ through a data-independent stability analysis.

10.8.3 Contribution: Global Fairness Verifier

Verifying the absence of causal discrimination is challenging due to the need for
universal quantification over a set of instances, which may be drawn from a contin-
uous and unbounded feature space. Previous approaches to causal discrimination
have addressed this challenge by focusing on a finite feature space and assessing
fairness by means of a testing approach [71]. This approach involves computing
a causal discrimination score, representing the fraction of instances in the feature
space experiencing causal discrimination. However, this measure is meaningful
only when the feature space is finite and instances can be exhaustively enumer-
ated. Despite attempts to address this limitation using binning to discretise the
feature space, the testing approach in [71] lacks exhaustiveness for scalability rea-
sons. Consequently, it can only identify counterexamples suffering from causal
discrimination but cannot conclusively prove its absence. Similar critiques apply
to other recent proposals on fairness testing [1, 165, 17].

In this work, we advance the current state of the art by introducing a novel
verification technique to formally verify the fairness guarantees of tree-based mod-
els. Specifically, our technique enables the automatic identification of subsets of
the feature space where the absence of causal discrimination is assured, moving
beyond the identification of mere counterexamples. Furthermore, our technique
provides simple logical formulas that encapsulate large portions of the feature
space, guaranteeing fairness. A few simple logic formulas favour the explainability
of the model, as they enable a human expert to understand why the model is fair
concerning different inputs.

The contribution of this work is twofold. First, we provided an approach to
identify areas in the feature space that ensure the lack of causal discrimination as
defined in Definition 13. Second, we extend our approach to provide short (i.e.,
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simple) logical formulas that cover areas of feature space, ensuring that the model
provides a lack of causal discrimination for all instances in those areas.

The first contribution is directly related to the work presented in this chapter,
as it is closely tied to the data-independent stability analysis defined in Section
10.4. The second part falls outside the scope of this thesis. Therefore, we only
briefly introduce the idea behind this work and its results. Additional details can
be found in the original work [30].

10.8.3.1 Verification Algorithm

As mentioned above, lack of causal discrimination predicates over a potentially
unbounded set of instances X ′ ⊆ X ; hence, traditional approaches to stabil-
ity/fairness verification, such as [146], cannot be directly applied to verify the
lack of causal discrimination on X ′.

Given a tree-based ensemble F , as discussed in Section 10.8.3, to identify sub-
sets of the feature space where F ensures the lack of causal discrimination, it is
sufficient to find an unbounded subset of the feature space X ′ ⊆ X where F is guar-
anteed to be stable. For this reason, we decided to leverage the data-independent
stability analysis defined in Section 10.4 to verify an unbounded subset of the
feature space where the model is stable, i.e., it has a lack of causal discrimination.

Intuitively, the output of a data-independent stability analyser E ∪ C over-
approximates the subset of the feature space where the classifier violates stability.
Note that the analyser’s output is a set of symbolic attacks s ∈ E ∪ C. Each
symbolic attack is composed of two hyper-rectangles: s.pre defines a subset of the
feature space where instances fall before an attack, and s.post represents the area in
which instances in s.post may end up after an attack. Thus, for each s ∈ E∪C, we
can consider the hyper-rectangle s.pre as a subset of the feature space where F is
unstable under attack. Consequently, if x ∈ X ′ suffers from causal discrimination,
then the result of the analysis must include a symbolic attack s ∈ E ∪C such that
x ∈ s.pre.

Let U = {s.pre | s ∈ E ∪ C}, to prove that F does not perform causal dis-
crimination on X ′ ⊆ X , it suffices to show that there exists no H ∈ U such
that H ∩ X ′ ̸= ∅. Furthermore, it follows that the union of the hyper-rectangles
in the pre-image of the symbolic attacks returned by the analysis, i.e.,

⋃
H∈U H,

over-approximates the set of counterexamples suffering from causal discrimination.
Through the space

⋃
H∈U H, we can construct a global fairness verifier, in which

every instance that falls within this space may be unfair, while every instance that
falls outside this space is certainly fair concerning causal discrimination.
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10.8.3.2 Synthesis Algorithm

The aim of this work, however, was not only to provide a global robustness verifier
but also to characterise the subset of the feature space X ′ ⊆ X where F does
not exhibit causal discrimination on X ′. Specifically, the goal is to characterise
large subsets X ′ ⊆ X outside the unfair regions with short logic formulas easily
interpretable by human experts. However, this aspect of the work goes beyond the
main theme of this thesis, so we provide only an overview of the idea behind the
Synthesis Algorithm that produces the logic formula.

Intuitively, this problem can be conservatively addressed by removing from X
all the hyper-rectangles H ∈ U returned by the data-independent stability anal-
ysis, thus under-approximating the subset of the feature space where F is stable.
This approach would be sound but computationally inefficient due to an exponen-
tial blowup concerning the dimensionality of the feature space when subtracting
hyper-rectangles. Given two hyper-rectangles with d features, their subtraction
might generate O(d) hyper-rectangles in the general case, leading to O(d|U|) hyper-
rectangles in the worst case at the end of the subtraction process. This limitation
can be circumvented by avoiding the computation of subtraction and by directly
reasoning in terms of instances falling out from the hyper-rectangles U . However,
this would make it hard to characterise X ′ in a human-understandable way, given
both the number of hyper-rectangles and the potentially large dimensionality of
the feature space.

We thus propose an iterative algorithm to gradually formulate increasingly
complex conditions to ensure the absence of causal discrimination expressed through
traditional logic formulas. In this way, the initial iterations of the algorithm can ef-
ficiently generate concise and easily understandable conditions for human experts,
which are arguably the most beneficial for analysts. As more analysis time and
computational resources become available, the algorithm can identify more com-
plex conditions, enabling the detection of additional subsets of the feature space
where the absence of causal discrimination is guaranteed. In essence, each itera-
tion of the algorithm expands upon the sound approximation established in the
previous iteration by incorporating more intricate sufficient conditions for fairness,
continuing until the subset of the feature space is covered by these conditions or
an early stopping criterion is met.

In detail, we provided an algorithm called the Synthesis Algorithm for creating
the set I of logic formulas of the form I = {x(5) > 0 ∧ x(5) ≤ 7 ∧ x(7) > 3}
predicating over the subset of the feature space where the classifier is guaranteed
to be fair. The example formula I has a length of 3 conditions. The goal of the
Synthesis Algorithm is to find formulas of ever-increasing length to characterise
the space X \U , i.e., the subset of the feature space where the classifier is fair. Note
that, for the sake of simplicity, when we relate I and U with X , we consider I and
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U as subsets of the feature space, and not as sets of formulas and hyper-rectangles,
respectively, representing subsets of the feature space.

The algorithm we designed takes the set of hyper-rectangles U returned by the
data-independent stability analyser as input and, iteration after iteration, creates
formulas I that become progressively more complex in order to refine the repre-
sentation of X \ U . At each iteration i, the algorithm generates formulas I with a
length (complexity) of at most i conditions. At the end of the algorithm’s execu-
tion, the set I = X \ U . However, the algorithm allows an early termination that
generates a set I ⊆ X \U . The details of how the Synthesis Algorithm creates the
Is of increasing complexity at each iteration are left to the reader, who can find
the technical detail in Section III.C: Synthesis Algorithm in [30].

10.8.4 Main Results

In this section, we briefly summarise the experiments and main results of the work
covered in this section. Our assessment involves decision tree ensembles trained on
three public datasets frequently employed in fairness literature [144]. Each dataset
corresponds to a binary classification task with relevance to fairness: Adult3 [8]
requires predicting yearly income (above or below $50,000), Statlog (German
Credit Data)4 German [82] assigning credit scores (good or bad), and Her-
itage Health5 Health [74] requires predicting ten-year mortality (above or
below the median Charlson index). All three datasets can be used to train classi-
fiers deployed to assess loan requests or health insurance scenarios.

The attribute sex is chosen as the binary-sensitive feature to ensure fairness
and prevent discrimination based on gender in all cases. While we focus on a
single sensitive feature for simplicity, it’s important to note that our approach
accommodates an arbitrary number of sensitive features.

Datasets are split into a training set Dtrain and a test set Dtest using an 80%-
20% scheme with stratified random sampling. Standard Random Forest models
are trained on Dtrain using the open-source Scikit-learn library [24]. Subsequent ex-
periments are conducted on Dtest and a synthetic dataset Drand comprising 100,000
random instances. Finally, the Synthesis Algorithm is implemented in the C++
programming language and the code is available on GitHub6.

The experiments aim to address three fundamental research questions: i) Do
the synthesised fairness conditions precisely cover the portions of the feature space
where a lack of causal discrimination is guaranteed? ii) Can we express the fairness
guarantees of classifiers using a small number of conditions of limited complexity

3https://archive.ics.uci.edu/dataset/2/adult
4https://archive.ics.uci.edu/dataset/144/statlog+german+credit+data
5https://www.kaggle.com/competitions/hhp/data
6https://github.com/LorenzoCazzaro/explainable-global-fairness-verification

https://archive.ics.uci.edu/dataset/2/adult
https://archive.ics.uci.edu/dataset/144/statlog+german+credit+data
https://www.kaggle.com/competitions/hhp/data
https://github.com/LorenzoCazzaro/explainable-global-fairness-verification
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to enhance explainability? iii) what is the performance in terms of exectuin time
of the Synthesis Algorithm?

10.8.5 Precision of the Synthesis Algorithm

In our initial experiment, we assessed the precision of our verification approach by
comparing the set of hyper-rectangles in U obtained from the data-independent
stability analysis with the set of formulas in I generated by the Synthesis Algo-
rithm. According to the definition of the Synthesis Algorithm, the set I identifies
the subset of the feature space that is disjoint from all hyper-rectangles in U . If
the Synthesis Algorithm runs to completion, it implies I = X \ U . However,
in practice, the Synthesis Algorithm is often subject to early termination due to
the exponential growth in the number of candidates to be analysed at different
iterations and the increasing complexity of the synthesised formulas. Therefore,
we estimate the precision of the Synthesis Algorithm when stopped after 6 itera-
tions, providing formulas with a small number of terms that are understandable
to humans.

To verify the precision of the Synthesis Algorithm, we compared the causal
discrimination score DU on the datasets Dtest and Drand based on the set of hyper-
rectangles U with the causal discrimination score DI based on the set of formulas
I (i.e., the ratio of instances in the set that belong to some H ∈ U and the ratio of
instances in the set that do not belong to any I ∈ I). Our results indicated that
DU and DI coincided in the vast majority of cases, signifying that the formulas
in I accurately characterised the subset of the feature space that is disjoint from
all hyper-rectangles in U , even when enforcing early stopping after 6 iterations.
The only case where we observed DI not reaching DU is after 6 iterations on the
German dataset. However, we proved the two scores align when the number of
iterations slightly increases.

10.8.6 Explainability of the Results

To assess the explainability of the formulas I, we adopt the methodology utilised
in previous works focusing on the extraction of explainable information from clas-
sifiers through logic formulas [97, 57, 123]. In these approaches, the complexity of
logic formulas is measured by their length (number of atoms) and shorter logic for-
mulas are preferred for their clearer interpretability. Additionally, a small number
of formulas is considered crucial for enhancing explicability.

To measure the capability of our algorithm to provide concise formulas char-
acterising large areas of the feature space where the model ensures fairness, we
computed the percentage of instances in Dtrain covered by each formula. The more
instances a formula covers, the more expressive it is in proving fairness based on
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the training data. To find a limited number of short formulas for an explainable
characterisation of where the classifier is fair, we employed a greedy strategy for
selecting the best I ∈ I returned by the Synthesis Algorithm.

It is important to note that at each iteration i of the Synthesis Algorithm, it
returns formulas of length at most i. Hence, we need to focus on the first algorithm
iterations to have shot formulas. However, the union of the formulas found in the
very early iterations is not guaranteed to cover a significant portion of the instances
in Dtrain. Consequently, we need to select the minimum number of formulas in I
computed in the first k iterations that maximise coverage on Dtrain. Using the
following greedy strategy, we identified the set of most important formulas Ikbest
that optimise our problem. First, we ordered the formulas in I in ascending order
of length. Subsequently, we selected the most important formula in terms of the
number of covered instances in Dtrain. Finally, we removed the covered instances
from Dtrain before selecting the second most important formula, and so on, until
k formulas were selected. The order based on the length of the formulas ensures
that at each iteration of the greedy algorithm, the shortest formula that covers the
highest number of instances is selected.

To evaluate the quality of the set Ikbest created with respect to Dtrain, we as-
sessed how many instances in Dtest and Drand are covered by Ikbest. The results of
this experiment demonstrated that with k = 6, the Synthesis Algorithm for the
Adult and Health datasets requires only the top 10 formulas to cover approx-
imately 90% of the instances in Dtest. Meanwhile, for the German dataset, the
top 20 formulas are sufficient to guarantee fairness for 80% of the instances in
Dtest. This indicates that a small number of formulas effectively characterise fair-
ness guarantees on Dtest. Furthermore, we observed that more formulas are needed
to cover synthetic instances in Drand. Specifically, the top 20 formulas cover only
around 30% of the instances in Adult and approximately 60% of the instances in
German.

The difference in results between Dtest and Drand can be attributed to the fact
that the conditions in the formulas of Ikbest depend on the thresholds learned from
Dtrain. Consequently, the top conditions exhibit better generalisation on a Dtest

dataset that shares the same data distribution as Dtrain than on a set of randomly
generated instances like Drand.

10.8.7 Performance Evaluation

To evaluate the performance of the Synthesis Algorithm in terms of execution
time, the time required by the data-independent stability analyser as defined in
Section 10.4 to compute the hype-rectangle in U .

We analysed the performance, focussing on ensembles comprising a maximum
of 13 trees with a maximum height of 6. The results indicate that all models can be
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analysed within a few minutes, with the analysis taking approximately 30 minutes
on the Adult dataset, 5 minutes on the German dataset, and only 13 seconds
on the Health dataset, when six iterations of the algorithm are performed. We
discovered an exponential increase in execution time as the number of iterations
and the complexity of the models increased. The model’s complexity significantly
impacts the execution time of the Synthesis Algorithm since it impacts the number
of features and thresholds. More features and thresholds provide more symbolic
attacks in output from the data-independent stability analyser. Consequently,
since the Apriori algorithm inspires the Synthesis Algorithm, the execution time
exponentially grows with the number of items to be processed. This underscores
the advantages of the iterative characteristic of our approach, which allows for
an early stopping criterion to gather partial yet empirically precise results, useful
where achieving full convergence may be computationally prohibitive.
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10.9 Summary

Following, we summarise the contributions of the research presented in this chap-
ter, titled “Beyond Robustness”.

• Shortcomings of Robustness: In this work, we have argued and empir-
ically demonstrated that robustness metrics for evaluating the security of
machine learning models in adversarial scenarios can provide a false sense
of security. Robustness measures the security of the model based on the in-
stances of a given test set Dtest, yet it provides no guarantees regarding the
robustness with respect to instances sampled in a very small neighbourhood
of the instances in Dtest. In fact, we showed that random sampling in the
neighbourhoods of the instances in Dtest leads to robustness values signifi-
cantly different from those estimated on the original test set; hence, proving
that robustness is not a trustworthy metric.

• Contribution: To overcome the limitations of Robustness, we introduced
a new metric called Resilience. An instance x is resilient if all instances in a
small neighbourhood of x are robust. While Resilience is a much-improved
metric for assessing the security of machine learning models, it follows that
there is an infinite number of instances in a neighbourhood of x ; conse-
quently, verifying robustness for each of them is not feasible. For this reason,
we proposed a data-independent stability analysis to identify regions in the
feature space where the model is stable, meaning its prediction remains un-
changed under attack. Consequently, all instances correctly predicted by the
model falling within one of these stable areas are both robust and resilient.

• Main Results: In the experimental phase, we empirically demonstrated
that robustness can provide a false sense of security, even in real-world sce-
narios. Additionally, we established that our under-approximated resilience,
calculated using our data-independent stability analyser, is precise. Our
empirical findings indicate that potentially significant disparities between
robustness and estimated resilience occur because the estimated resilience
closely aligns with the robustness measured over the “most unlucky” sam-
pling performed in a small neighbourhood of the original test set. This con-
firms that our resilience estimates effectively capture evasion attacks against
plausible samplings from the same data distribution used to construct the
original test set. Finally, we showed the feasibility of resilience verification
in practice, especially for relatively small models and simple datasets. For
larger models, we demonstrated that the iterative refinement process sup-
ported by our analysis technique can be employed to obtain useful under-
approximations of resilience even before analysis convergence.
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• Data-Independent Stability Analysis for Fairness: We demonstrated
the versatility of our data-independent stability analysis by extending its
application beyond adversarial machine learning to encompass domains such
as fairness. Specifically, we elucidated how model fairness, defined in terms
of lack of causal discrimination, can be construed as model stability in ad-
versarial scenarios. A machine learning model is deemed free from causal
discrimination if, given two instances that differ solely in the sensitive at-
tributes, it predicts the same label for both. In an adversarial scenario, the
model achieves stability (i.e., fairness in the original problem) on a given in-
stance when it consistently produces the same prediction despite adversarial
perturbations applied to the sensitive attributes. In other words, any two in-
stances differing only in the sensitive attributes receive identical predictions.
Our analyser enables the computation of areas in the feature space where
the model is free from causal discrimination (i.e., is stable).

10.9.1 Future Work

Below, we provide potential extensions and future research from this work.

• Application to Diverse Machine Learning Models: Extending the
application of the resilience metric and the stability analyzer to a broader
range of machine learning models beyond decision trees and ensembles is
another avenue for future research. Investigating how well these concepts
generalise to diverse model architectures, such as neural networks or support
vector machines, would contribute to a more comprehensive understanding
of model robustness in different contexts.

• Scalability and Efficiency Improvements: As the data-independent sta-
bility analyser forms a crucial component of the resilience estimation process,
there is room for research aimed at enhancing its scalability and efficiency.
Since the soundness proofs of our analysis abstract from several implementa-
tion details, e.g., the splitting criterion for symbolic attacks, different heuris-
tics may be tried out to handle larger models and datasets without compro-
mising the accuracy of resilience estimates.

• Incorporating Domain-Specific Knowledge: The threat model used in
this work allows the attacker to perturb any combination of a number of
features. This is not always allowed in real scenarios and makes the analysis
very expensive. It would be interesting to explore the utility of the resilience
and analyzer when integrating domain-specific knowledge into the threat
model to into account the application domain, potential attack scenarios, or
specific characteristics of the input data.
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Discussion Second Part

Part II focused on the research studies pursued during my doctorate with respect to
the domain of adversarial machine learning. Specifically, the research has unfolded
in two different yet interconnected areas. The first relates to the design of learning
algorithms robust to evasion attacks, a common and easily executable type of
attack. In this concern, we have concentrated on binary classification problems
and learning algorithms based on ensembles of decision trees. The second area of
research we covered pertains to the verification and certification of model security,
expressed in terms of the robustness of other metrics. This involves designing
certificates and verifiers to assess the security of models and proposing a new
metric to assess the security of machine learning models.

These research areas seek to make machine learning models data-aware in dif-
ferent ways. The first involves designing learning algorithms to train models robust
to maliciously crafted inputs, carefully designed by an attacker, thus pursuing the
definition of data-aware algorithms. The second focuses on proposing strategies to
analyse a given model to understand when it is secure against attacks and where
malicious inputs can compromise it.

In Chapter 9, we discussed Feature-Partitioned Forest (FPF) [34], a learning
algorithm to train robust ensembles of decision trees. During the training phase,
the FPF algorithm considers the presence of a possible attacker in the operational
phase and creates forests of decision trees robust by construction. The robustness
of these forests is derived from a robust partitioning of the feature space among
the trees in the forest, which ensures, given an attacker with an adversary’s model
constrained by L0-norm and a fixed number of features b, that such attacks cannot
compromise the majority of trees in a forest if the forest has a size greater than
or equal to 2b + 1. This robustness by construction comes at the expense of the
accuracy of the ensemble in the absence of an attack, as individual trees are not
allowed to exploit all the features available in the dataset. However, this special
structure of ensembles has allowed the design of two robustness certifiers, Fast
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Robustness Lower-Bound (FLB) and Exhaustive Robustness Lower-Bound (ELB),
which efficiently and accurately calculate a lower-bound of the model’s robustness
[34].

In Chapter 10 instead, we defined a new metric called Resilience [31] for ver-
ifying the security of machine learning models. We introduced this new metric
because we demonstrated how the well-known Robustness metric, widely used
in adversarial machine learning to quantify models’ security, can provide a false
sense of security. The motivation behind this discovery is that robustness quan-
tifies the model’s security based only on a fixed set of instances D. However, it
says nothing about all possible sets D′ containing instances very close to those in
D. Resilience, on the other hand, ensures that every instance x ∈ D considered
robust, has a fixed size neighbourhood N(x ) in which all instances x ′ ∈ N(x )
are also robust. Through resilience, it is possible to estimate better the ability
of machine learning models to resist malicious inputs. In the same work, we also
defined a data-independent stability analysis to understand where the model is
not stable. The analysis returns a set of symbolic attacks, a structure composed
of two hyper-rectangles, the pre-image and the post-image, which identify regions
in the feature space where instances fall before and after the attack, respectively.
Consequently, the regions of the feature space contained in the hyper-rectangles in
the pre-images indicate where the model cannot guarantee stability under attack,
i.e., it may change predictions on instances falling within those hyper-rectangles.
The information obtained from the model’s analysis allows us to calculate resilience
and characterise the feature space where the attacker is harmless. Additionally, we
showed that this analysis can be exploited to compute other adversarial machine
learning metrics, such as robustness (i.e., Section 10.6.2), or to calculate metrics
beyond this domain, such as fairness in terms of causal discrimination (i.e., Section
10.8).

To conclude this last chapter related to the research part dedicated to the
domain of adversarial machine learning, we want to pose an interesting research
question that opens up possible future works: Is it possible to leverage the effi-
ciency of the FLB and ELB certificates and the hyper-rectangles created by the
data-independent stability analyser for creating effective strong evasion attacks to
exploit for adversarial training?

Adversarial training is the practice of using instances perturbed by an attacker
during the training phase. The goal is to enable the learning algorithm to ex-
plore regions of the feature space that are unlikely to be (or not) covered by the
distribution of legitimate input data and learn to classify attacked instances cor-
rectly. A fundamental factor determining the effectiveness of adversarial training
approaches is the quality of the attacks used during the training phase. Attacks
that do not explore unlikely regions of the feature space or are too weak may re-
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sult in ineffective models under attack. The research on high-quality adversarial
attacks is a branch of study in adversarial machine learning.

Let us draw some observations from the research works introduced in this part
of the thesis. In the case of models trained with FPF, the evasion instances that
effectively change the model’s prediction do not do so by compromising the major-
ity of the forest, as this is not possible by construction. Instead, they achieve this
by attacking the high-quality features used by the model to discriminate between
instances. The weakness of FPF forests is not due to the attacker but to the lack
of high-quality features to distribute among all the trees in the forest (Section
9.3.3). The lack of high-quality features leads to the creation of inaccurate trees.
Consequently, the attacker exploits the errors of less accurate trees to its advan-
tage. It targets the more accurate trees, i.e., attacks the high-quality features to
obtain an incorrect prediction in the majority of the forest. FLB and ELB take
this attacker’s behaviour into account in their algorithm. Consequently, the eva-
sion attacks considered effective by the certifiers are attacks performed on accurate
trees and, therefore, on high-quality features. Thus, it is possible to leverage FLB
and ELB to create sets of effective evasion attacks by sampling instances from the
feature space and efficiently certifying them with the certifiers. If the certifiers say
the instance is not attackable, it is discarded, and the next one is generated. The
effective evasion attacks can be used to train robust machine learning models with
adversarial training strategies, even those not based on decision trees.

The possibility of creating effective evasion attacks is even more immediate
in the work defined in Chapter 10. Specifically, it is possible to leverage the
hyper-rectangles in the pre-images of symbolic attacks produced by the analyser
to sample evasion instances. Indeed, the hyper-rectangles represent a subset of the
feature space where the model may be unstable, and being this space continuous,
it is possible to sample infinite evasion instances. Furthermore, the ensemble
analysis is done only once, but once the output of the data-independent stability
analyser is obtained, it is possible to sample large amounts of data efficiently.
Additionally, there is a substantial difference between the attacks generated by
the hyper-rectangles of the analyser and those generated with the FLB and ELB
certificates. Attacks generated using FLB and ELB certifiers are created on a
specific class of models, i.e., those created by the FPF algorithm. On the other
hand, the hyper-rectangles in the pre-images can be derived from different models,
provided they are based on decision trees and use majority voting for prediction.

The two works introduced in this part of the thesis can be exploited together
or independently to create data-aware models in adversarial machine learning sce-
narios through adversarial training approaches.
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Chapter 12

Conclusion

The research covered in this thesis focused on making machine learning models
more effective, efficient and robust. In particular, we focussed on the effectiveness
and efficiency of learning to rank algorithms and the robustness of binary classi-
fication algorithms in adversarial scenarios. To achieve this goal, we focused on
designing data-aware learning algorithms, i.e., aware of harmful inputs that may
exist during both the training and operational phases. A harmful input encom-
passes everything that compromises the model’s quality, such as noise, errors, or
outliers within the training set or malicious instances crafted by an attacker to
elicit unexpected behaviours from the model.

In our study on ranking models, we found that certain types of documents
within the training set can have a negative effect on the models’ effectiveness. In
particular, in the work titled “Filtering out Outliers in Learning to Rank” [121],
published at ICTIR ’22: The 2022 ACM SIGIR International Conference on the
Theory of Information Retrieval, we provided the definition of consistent posi-
tive/negative outlier documents. These types of documents are consistently mis-
ranked during the model training phase. As a consequence, the continuous pres-
ence of consistent outliers during the learning phase compromises the final models’
effectiveness. To deal with such detrimental documents, we designed Surrender on
Outliers and Rank (SOUR), an algorithm to identify and remove consistent out-
liers from the training set. Through extensive evaluations, we demonstrated that
the cleaner training sets provided by SOUR enhance the models’ effectiveness.

Furthermore, we focused on discarding redundant or superfluous non-relevant
documents within the training set. In the work titled “On the Effect of Low-
Ranked Documents: A New Sampling Function for Selective Gradient Boosting”
[110], published at SAC ’23: The 2023 ACM SIGAPP Symposium on Applied
Computing, we discovered that in the training set, there might be documents
that are superfluous which not only are they useless to the learning process,
but they can even compromise its quality and efficiency. For this reason, we
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designed High Low Sampl a selection function for the Selective Gradient Boost-
ing (SelGB) framework [115]. This selection strategy selects from the training set
all the relevant documents, the most-informative non-relevant documents, i.e., the
non-relevant documents ranked highest in the ranking, and the less-informative
non-relevant documents, i.e., the non-relevant documents ranked lowest in the
ranking. Thus, this selection function exploits the informativeness of the lowest-
ranked non-relevant documents originally disregarded by SelGB. Leveraging on
the lower-ranked documents enhances the final models’ effectiveness compared to
SelGB and reduces the training time due to fewer documents being processed.

The last work discussed in this thesis regarding the domain of learning to rank
is “LambdaRank Gradients are Incoherent” [122], published at CIKM ’23: The
2023 ACM International Conference on Information and Knowledge Management.
In our study, we discovered a notable issue with LambdaRank and its derivatives,
such as LambdaMART and the metric-driven loss function defined by Wang et
al. in [173]. We showed that in such algorithms, the gradients are incoherent
with respect to the learned ranking and relevance of the documents. Specifically,
we observed that, during the learning phase, a mis-ranked document with high
relevance could be pushed down in rankings more significantly than a document
with lower relevance. This suggests that the learning algorithm failed to learn how
to prioritise the most relevant documents. We demonstrated that the occurrence
of this phenomenon is more frequent when optimising truncated metric rather
than un-truncated metric. Through an in-depth analysis, we discovered that this
exacerbation occurs due to fewer pairwise document comparisons implied by the
truncated metric optimisation. Despite being truncated optimisation more effi-
cient in terms of training time than un-truncated optimisation, it provides less
effective models. In light of all this, we designed Lambda-eX, an algorithm that
thought three strategies to perform the most useful pairwise document compar-
isons to enhance model effectiveness without compromising the training efficiency.
Through empirical evaluation, we demonstrated that Lambda-eX provides effective
models as un-truncated metric optimisation while maintaining training efficiency
as truncated matric optimisation.

In our work on binary classification models, we focused on the creation of
data-aware ensembles of decision trees that are robust to attacks from a malicious
entity. In the work titled “Feature Partitioning for Robust Tree Ensembles and
Their Certification in Adversarial Scenarios” [34], published at EURASIP Journal
on Information Security, 2021, we designed a robust learning algorithm named
Feature-Partitioned Forest (FPF) to train ensembles of decision trees robust by
construction to evasion attacks. FPF ensembles are robust to adversary’s models
constrained by L0-norm and a budget b. The key concept behind the robustness
by contraction of FPF models relies on training each tree within the ensemble
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on a distinct partition of the feature space. This strategic robust partitioning is
designed to ensure that the impact of an evasion attack is limited to less than
half of the ensemble. The resulting ensemble’s structure allowed us to develop two
accurate and efficient robustness certification algorithms named Fast Robustness
Lower-Bound (FLB) and Exhaustive Robustness Lower-Bound (ELB). Through
extensive experimental analyses, we demonstrated that FPF provides ensembles
more robust to evasion attacks generated by the provided adversary’s model than
the competitors. Moreover, we demonstrated that both FLB and ELB provide
accurate estimates of the exact robustness of the models.

Additionally, in the work titled “Beyond Robustness: Resilience Verification of
Tree-Based Classifiers” [31], published at Computers & Security, 2022, we demon-
strated that the widely used robustness metric, commonly employed to quantify
the security of classification models, may provide a false sense of security. The
motivation behind this undesired characteristic of robustness lies in its local esti-
mation of the security of the models, which only depends on instances in a given
finite test set D. To overcome this deficiency, we designed the Resilience met-
ric. The resilience ensures that for every instance x ∈ D is considered robust if
and only if given a neighbourhood N(x ), every instance x ′ ∈ N(x ) are also ro-
bust. In order to estimate the resilience, we defined a data-independent stability
analysis to extract regions of the feature space where machine learning models
are potentially affected by malicious inputs. In this work, we empirically demon-
strated that robustness does provide a false sense of security and that resilience
can be effectively estimated for small tree-based ensembles. Notably, we demon-
strated that the data-independent stability analysis provided in this work can be
exploited in other research areas different from adversarial machine learning, such
as fairness. In fact, in “Explainable Global Fairness Verification of Tree-Based
Classifiers” [30], published at SaTML ’23: The 2023 IEEE Conference on Secure
and Trustworthy Machine Learning, we built upon this work to design a Synthesis
Algorithm to characterise regions of the features space where models provide lack
of causal discrimination, with few short traditional logic formulas explainable to
human experts.

The research works presented in this thesis represent an important step towards
creating data-aware models. A natural extension of this work is to enhance the
data-awareness of learning to rank models in an adversarial setting, thus bridging
the two distinct parts covered in this work. This research branch is particularly
crucial and, as of yet, has not been extensively explored. Indeed, adversarial
scenarios are possible and may be relevant for different ranking systems. It is
noteworthy that the attack paradigm differs from that addressed in this thesis,
as our focus was primarily on classification tasks. In the context of ranking, the
model’s quality depends on its ability to rank the most important elements for a
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query at the top of the list. Therefore, attacks designed for classification contexts
are not directly applicable to ranking scenarios.

A classic example of an attack in the ranking context involves modifying the
attributes of an item to make it seem more relevant to a query or a specific type of
query. This can lead to situations like aggressive marketing, promoting fake news,
or bypassing spam filters. There are also availability violation attacks, where an
attacker attempts to fill the top-ranking positions to hide relevant items and push
them to lower positions. This can lead to fewer user clicks to relevant items,
which can be detrimental to e-commerce websites or other online platforms. In
the context of online learning to rank based on click models, an attacker might
intentionally click on non-relevant items to force the model to learn incorrect rank-
ings, thereby reducing its effectiveness [175]. These types of attacks highlight the
importance of developing data-aware models that are robust to adversarial scenar-
ios.

It’s important to note that reasoning in terms of adversarial machine learning
on learning to rank models is not straightforward. This is because learning to
rank is only applied in the final part of the pipeline of a ranking system, i.e., in
the re-ranking stage. It’s implausible to assume that an attack occurs directly
by perturbing the dense representation of query-document pairs. Therefore, the
attack must occur at the beginning of the pipeline on raw data of the items. For
example, an attack might target the text of web pages in the case of a web search
engine or the descriptions of items’ attributes in the case of e-commerce. As a
result, the attack must traverse the entire ranking pipeline before reaching the
re-ranking stage, where learning-to-rank strategies are generally employed. This
makes it particularly challenging to develop effective and robust data-aware models
for learning to rank in adversarial scenarios.

Several attempts have been made in the direction of enhancing and assessing
the robustness of learning to rank models in adversarial scenarios. For example,
Goren et al. in [77] provided formal and empirical analyses of the robustness of
ranking models based on learning to rank with respect to document perturbations.
Similarly, Yu et al. in [185] conducted an in-depth study on adversarial attacks in
the domain of learning to rank, specifically analysing various types of Generative
Adversarial Networks (GANs). Despite these efforts, research on making learning
to rank models robust to adversarial attacks is still in its early stages.

While there are several research works in information retrieval dedicated to
stopping malicious inputs, such as email spam recognition through word-based
filters, the advent of machine learning has led to a paradigm shift. These diverse
strategies are not directly applicable in the context of adversarial machine learning,
highlighting the need for additional exploration and development in this field. As
machine learning models become increasingly prevalent in information retrieval,
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it’s crucial to ensure that they are robust and secure in the face of potential
adversarial attacks. Furthermore, nowadays, research on adversarial scenarios in
ranking has mostly been devoted to the security of ranking systems leveraging deep
learning [108, 105, 174]. However, significantly less attention has been given to
learning to rank learning algorithms, which are still widely used in the industry.
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“Perfectly parallel fairness certification of neural networks”. In: Proc. ACM
Program. Lang. 4.OOPSLA (2020), 185:1–185:30. doi: 10.1145/3428253.

[167] Andrew V. Uzilov, Joshua M. Keegan, and David H. Mathews. “Detection
of non-coding RNAs on the basis of predicted secondary structure formation
free energy change”. In: BMC Bioinform. 7 (2006), p. 173. doi: 10.1186/
1471-2105-7-173.

https://doi.org/10.1145/1341531.1341544
https://doi.org/10.1145/3097983.3098039
https://doi.org/10.1145/3097983.3098039
https://doi.org/10.1007/978-3-030-26250-1\_24
https://doi.org/10.1007/978-3-030-26250-1\_24
https://doi.org/10.1016/j.scico.2020.102450
https://doi.org/10.1145/3238147.3238165
https://doi.org/10.1145/3238147.3238165
https://doi.org/10.1145/3428253
https://doi.org/10.1186/1471-2105-7-173
https://doi.org/10.1186/1471-2105-7-173


BIBLIOGRAPHY 269

[168] Vladimir Vapnik. “Principles of Risk Minimization for Learning Theory”.
In: Advances in Neural Information Processing Systems 4, [NIPS Confer-
ence, Denver, Colorado, USA, December 2-5, 1991]. Morgan Kaufmann,
1991, pp. 831–838.

[169] Sahil Verma and Julia Rubin. “Fairness definitions explained”. In: Proceed-
ings of the International Workshop on Software Fairness, FairWare@ICSE
2018, Gothenburg, Sweden, May 29, 2018. Ed. by Yuriy Brun, Brittany
Johnson, and Alexandra Meliou. ACM, 2018, pp. 1–7. doi: 10 . 1145 /

3194770.3194776.
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